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Executive Summary

This paper considers the challenges to the dissgimmof environmental innovation.

Following a brief exploration of the legal and r&gary regimes surrounding environmental

technologies, the paper examines diffusion mecha)isarket factors, social characteristics
and political elements that facilitate and comgkodissemination. Given the importance of
innovation to economic development and growth diffesion of innovation is of great interest
to economists and policymakers alike.

Key Findings:

Many of the challenges to innovation and the dissation of technology in general are
found in the field of eco-innovation. The thre@pipal problems to be considered are:
asymmetric information, market power, and extetiesli In addition, uncertainty regarding
the qualities of the innovation as well as futuregs of inputs will complicate the adoption
process.

The rate of diffusion is dependent on the costetiffeness of the new technology. Given
this, the firms with the greatest potential proéissociated with the innovation will be the first
adopters. In addition, new technologies are ofegrital intensive and associated with size
and scale economies, requiring access to investoagital.

Numerous studies find that the incentives to adept innovations are greater with market-
based tools than with regulatory tools. In anrim¢ional context, uncertainty and
informational problems are exacerbated and comtigasblutions are even more difficult to
achieve.

New technologies frequently challenge existing lsgatems in new ways and foster the
evolution of the law. However, innovative industriwould benefit from greater
predictability in the legal realm. This is parf@ty important since the scope of patent
protection, as well as the incomplete enforceméi® eights, mean that the effective strength
of intellectual property rights are determined bg implementation of the legal system.

Market forces and incentives may facilitate theseimination of environmental innovations or
create insurmountable barriers to adoption. Is tontext, it is important to be aware of the
lessons learned about innovation: innovation nedp@uickly to incentives; innovation in a
given field experiences diminishing returns overdj the social returns to environmental
research are high; and the type of policy usectctffine nature of new innovations.

Green technology is characterized by two markéires, the public goods nature of
knowledge and environmental externalities.

While developing nations frequently claim that sgontellectual property rights on carbon
abatement technologies hinder developing countgenhouse gas abatement efforts, it has
been shown that IPRs do not constitute as signifiadbarrier as claimed since a variety of



technologies exist for reducing emissions. In meages, IPR protected technologies are not
necessarily more costly than those not covered.

» There are a number of characteristics and circumastof developing nations that hinder
innovation: a lack of scientists and researchaesn drain, small market size, the lack of
infrastructure, importantly telecommunications asftructure, the quality the business
environment and governance conditions, bureaucchtiate and the formal/informal
regulations regarding economic transactions, casipised governments and inability to make
public investments in research and infrastructure.

» Environmental issues are frequently local or regiam nature, so local knowledge and
solutions are required. Further, many technologreshighly ecology-specific and while
appropriate in one setting may be difficult to eaypih another.

» Adoption is facilitated by environmental feasilyjlas well as cultural and political
acceptance. Firms that effectively respond to suebsure and signals are more apt to
succeed. Itis important to note that consumecgyions of eco-friendly are unclear, and
often hinder diffusion and pricing

* It is critical that technology recipients have grerequisite knowledge and scientific base to
best exploit the information. This includes dorreptivate and public research laboratories
and universities, in addition to a sound basigohnical skills and human capital. Each of
these help to reduce the costs of imitation, adaptand follow-on innovation. The greater
the ‘technological distance’ of a recipient courfigm the global frontier, the greater the
challenge of effectively incorporating informatiomo production systems.

» Technology transfer is enhanced by stronger ledatmtent protection, while acknowledging
the necessity of complementary factors such aastrircture, effective government policies
and regulations, knowledge institutions, accessedit and venture capital, skilled human
capital, and networks for research collaboratiBoonomic studies have found that while 1P
protection facilitates trade flows of patented goodo large and middle-income nations, but
has no impact on poor countries.

» Like many new technologies, environmental innovatimay require significant on-going
support, training and assistance with maintenatids.essential to consider the skills
required for continued use and repair of new teldgies at the onset of adoption.

This paper reveals that it is a combination of regrkegulatory and cultural conditions that
contribute to the arena in which dissemination atholption of environmental technologies take
place. Fundamentally for technology transfer i@tplace in developing nations a number of
obstacles must be overcome: uncertainty surrogritiie costs and benefits of adoption,
asymmetric information on the value of the innowatifinancial and skill requirements,
externalities, and regulatory barriers. While dat®are still exploring why, where and how
adoption takes place, lessons learned indicatgtiimlymakers should seek to reduce
uncertainty and foster transparency as they put@semination to developing nations.



Challenges to technology transfer:
A literature review of the constraints on environmetal technology dissemination

This is the second in a series of three literatevéews designed to summarize the state
of academic knowledge surrounding the economi@ngironmental innovation. This second
paper examines the challenges to the disseminatienvironmental innovation. The paper
examines diffusion mechanisms, market factors asetiaracteristics and political elements that
facilitate and complicate dissemination. The fpaper in this series examines constraints to the
development of environmental innovation, while tbikowing paper considers the obstacles to
financing.

“There is no master model for technology transkar only localized communication strategies
for understanding context and culture in effecte@hnology transfer.”(Coppola, 2007)

Introduction

The diffusion of new technologies is a difficuliogess, filled with uncertainty and
hampered by both market and cultural factors. Degpvious advantages over earlier
technologies, some innovations are slow to catchvwbilie others seemingly spread like wildfire.
Given the importance of innovation to economic gtoand development, the questions
surrounding the diffusion of innovation have atteacsignificant attention from economists.
While much has been learned about the diffusiogs® and the factors that hinder and enhance
technology transfer, important questions remaihesE issues are perhaps most pronounced in
the newest and most technology-intensive industimetuding environmental innovation. As
noted in the first paper in this series, it is imtpat to keep in mind that many of the challenges
to innovation and the dissemination of technolaggeneral are found in the field of eco-
innovation. Not surprisingly, several of thesellgrages are exacerbated in the case of
environmental innovation. Again, please refeti first paper in this series for suggestions on
papers reviewing the literature on the economidsmdvation.

In order to examine the dissemination of environtakinnovation, it is essential to
recognize that markets for technology in genemldistinct from those for other goods and
services. As described by Hoekman, Maskus andi$2@@4), transactions in technology are
characterized by three principle problems: asymimegtformation, market power, and
externalities. In the context of asymmetric infatian, technology transfers are fundamentally
about trade in information. The difficulty stemmerh the fact that ex-ante buyers are unable to
fully assess the value of the information. This/mesult in considerable transaction costs or
stifle the exchange all together. In addition,awmators frequently have significant market
power, stemming from first-mover advantages, patant other forms of IP protection. As a
result, price exceeds marginal cost and the sgaaglimal level of adoption is seldom reached.
Finally, technology transfers are often characeetiay externalities, the cost and benefits are not
fully internalized. The authors note that the exdities most frequently take the form of
uncompensated spillovers. As evidence of thigHeeset al (1998) show that a categorical
ranking of policies in their ability to foster inmation is not possible, but rather depends on a
host of case-by-case factors including the innav&tbility to appropriate spillover benefits of
new technologies to other firms, the costs of iratmn, environmental benefits, and the number
of firms producing emissions. Beyond these eles)eldffe et al. (2001) point out that the



uncertainty facing eco-innovation adoption is lardpan that for other products and processes.
Not only is there uncertainty regarding the queaditof the innovation, but there is uncertainty
regarding the future prices of the inputs (eneppjiution permits) on which the value of the
eco-innovations critically depend.

While understanding the factors that inhibit dms®tion of environmental innovation is
essential to policymakers managing the procegsalso critical to examine the factors that may
enhance technology transfer. Tidd (2006) descifikecharacteristic that affect technology
diffusion: relative advantage, compatibility, coegty, trialability, and observability. Relative
advantage is the perceived superiority of a tedgypbver competing innovations and earlier
technologies. Compatibility describes the exterwhich the innovation is consistent with
needs, experience and values of adopters. Conplefiects the fact that innovations that are
easier to use are more rapidly adopted. Triatgghgithe degree to which an innovation allows
for experimentation and the ability to overcomedos’ uncertainty. Finally, observability
touches on the extent to which the benefits ohawvation are visible to others.

In the case of a specific industry, Purvis andl@u(1995) examine technological
innovation in the context of environmental comptiann industrializing the agriculture sector.
The authors identify a number of factors that fedplain the rate of technological diffusion and
adoption. First, the rate of diffusion is depertdanthe cost-effectiveness of the new
technology. That is, the earliest adopters wilthiese firms with the greatest potential profits
associated with the innovation. In addition, theyes that new technologies are often capital
intensive and associated with size and scale ec@somAs such, adoption may require access to
investment capital. The study also cites BoelIf9@), which argues that adoption is a function
of differing salvage values for the displaced tedbgy across firms, as well as distinct abilities
to assess the risks and rewards associated withrtbeation.

Fundamentally, different types of environmentdigyhave distinct impacts on
innovation and diffusion. Standards and regulatoeasures contrast with market-based
incentives. Numerous studies (Zerbe 1970; Dowammd) White 1986; Milliman and Prince
1989; Junget al 1996, among others) find that the incentivestimpa new innovations are
greater with market-based tools than with regulatools. Despite that, it is not surprising the
policymaking exerts an influence and matters tbretogy transfer. Jaffe et al. (2001) conclude
that the form of environmental protection policyttaes at least as much as its stringency.
Command-and-control policies tend to be assocwatttlarger costs and less dynamic progress,
while market-based policies encourage each firindividual to find the best solution to their
own situation. Technology standards are partibutaoublesome, since there is no benefit to
investment in better solutions, or eco-innovati@n the other hand, they may be technology-
forcing, providing a ready market to third-partyavations. The balance of policy is also
important. Parry et al. (2000) present a theasetitodel which shows that the welfare gains
from stimulating eco-innovation are much smallerthhe welfare losses from inappropriate
pollution control. They advocate that current abant should not be forsaken in the hunt for a
dynamically efficient solution via innovation.

In an international context policymaking becomesremore challenging. Uncertainty
and informational problems are exacerbated andactitig solutions are more difficult to
accomplish. Brock and Taylor (2004) develop modékndogenous growth to show tradeoffs
between environment and economic growth. It refethe enormous literature on the
Environmental Kuznets Curve (EKC), where evidesceéar for US and generally supportive
for rest of world. By many measures, the environihieimproving in many developed nations,



as measured by emissions of regulated pollutantpjality of city air. Those improvements
have been relatively cheap, costing at most 1-2guerof GDP for the US (and similar
elsewhere). At the same time, it is importantdterthat EKC trends tend to be pollutant-
specific. In particular, they are most often fodadthings such as particulates and SO2, cases
in which some type of expensive capital equipmemigieded to comply with regulations.
Alternatively, for CO2, emissions increase withdme. For other things, such as the quality of
drinking water, the relationship is always positiki@gher income is correlated with cleaner
water.

In a specific case study, Chandrashekar and Bgapaia(2001) explore the challenges
of technological innovation and economic developinfienindia. They find that the process is
complicated by institutional and regulatory consiia “Piecemeal and ill-thought out
approaches to economic reform and privatizatiowelbas vested interests have often come in
the way of the diffusion of pioneering technologyThe study also notes that trade in
technology may be impacted by national securityceams, making exports difficult. They
specifically cite trade restrictions on nuclear powpointing out that globally nuclear power has
experienced significant growth.

In addition to the factors that impact the disseation process, it is important to consider
thehowandwhereof technology transfer. Jaffe et al. (2001) pout that diffusion is a gradual
process, regardless of the advantages over theopsegeneration. There is a well-documented
S-shaped curve (Griliches, 1957; David 1966; Os8&2; Levin et al. 1987; Mansfield 1989;
Geroski 2000). The slowness is due primarily to teasons: heterogeneous adopters and the
risk/uncertainty involved in adoption. Models ubgiadopt one of two main branches of theory,
the probit or contagion models. The option valumlel is an offshoot of the probit model. The
speed of both increase with information flow, éegrning-by-doing or by proximity to other
adopters. Hoekman, Maskus and Saggi (2004) pwoithiet complex relationships between the
different channels of technology transfer. “[Tlesahd FDI are often complements, whereas
FDI and licensing may be either complements or tdulbss. Movement of people is often
needed to allow trade, licensing or FDI to occutooincrease the efficiency of such
transactions.” Alternatively, Blackman (1999) d#ses several studies have found that
technological diffusion stimulates additional R&nd that, in turn, research and development
also stimulates diffusion. He argues that “firragpenditures on adapting new technologies to
their particular circumstances and on searchingiéav technologies —i.e., R&D expenditures —
are closely linked to diffusion.” Empirical studibave emphasized the roles of firm size, R&D
expenditure, market share, market structure, ippaes, technology costs, firm ownership, and
other institutional factors including policy.

Turning to thewhereof innovation and dissemination, Dechezlepretr&.ef2008) use
the EPO’s PATSTAT database to investigate wherdmuavations have been patented
worldwide since 1978. They consider 13 differdasses of technologies with significant global
GHG emission abatement potential: 6 renewable grteahnologies (wind, solar, geothermal,
ocean energy, biomass and hydropower), waste useeaavery, methane destruction, climate-
friendly cement, energy conservation in buildingstor vehicle fuel injection, energy-efficient
lighting and Carbon Capture & Storage (CCS). Tihey analyze 273,900 patent applications
filed in 76 countries. On average, climate-relgtatents included in the data set represent 1% of
the total annual number of patents filed worldwide.

They note that Kyoto has increased the rate ofnatenal patenting in these categories,
both pre- and post-Agreement, and between sigeatarid non-signatories. However, Kyoto



has not increased the rate of diffusion or transétween nations. Patents in climate change
technologies are highly concentrated in three amsy-Japan, Germany and the USA—which
account for two thirds of total patents considerddpan’s counts are first in 12 of 13
technologies (note: probably because of differetémpt publication law, but the authors try to
account for this using average relative patentlfasizes). China, South Korea and Russia are
respectively the fourth, fifth and sixth largestavators, but other emerging and less developed
nations are not active. These three globally repreabout 15% of total patents.

The export rate—measured by the share of pateatsth protected in at least two
countries—is around 25%. This sounds small, bigtainly a few percent below the rate for all
technologies. International transfers mostly odmtiveen developed countries (75% of exports).
Exports from developed countries to emerging ecoesiare still limited (18%) but are growing
rapidly. Their analysis indicate that patent intp@re positively correlated with domestic
patents in the field (complements, perhaps becayserts boost demand for all eco-innovation),
but are negatively correlated with domestic shaumb4titutes, perhaps crowding out).

The authors build an adequate model and estimmat®nometrically. The highlights of
their findings include the following. They find meolocal innovations encourage patent imports
while education (or absorptive capacity) is lesswensally significant. In addition, they observe
that there is only modest correlation with energggs. The strictness of IPRs affects certain
industries (buildings insulation, wind power, firglection and energy-efficient lighting) but not
others. Higher tariff rates have a statisticaigngicant negative impact on patent flows in most
regressions, suggesting perhaps that transferceddagies are frequently embodied in
equipment goods. Strict international capital colrdoes not have any statistically significant
effect on patent flows in most regressions. Ovgtladly do a nice analysis of the spatial
concentration of innovation, and of the sectorélguas over time. Unfortunately,
Dechezlepretre et al. (2008) is one of very fevdigtsi providing empirical evidence on the
diffusion of eco-innovations or the impact of pglien their diffusion.

The following section briefly explores the curréedgal and regulatory regimes relevant
to the environmental innovation landscape. Theaiader of the paper is organized around two
themes, challenges to the diffusion of environmanteovation and important considerations
specific to strategies for technology transfermfionmental innovation. Finally, the concluding
section draws out lessons learned for effectiveaiiisnation strategies and suggestions for future
research.

Current Legal and Regulatory Regimes

Bernauer et al. (2006) define regulation as “tdude the full range of legal instruments
by which governing institutions, at all levels awgrnment, impose obligations or constraints on
private sector behavior. Constitutions, parliamenkaws, subordinate legislation, decrees,
orders, norms, licenses, plans, codes and even faoms of administrative guidance can all be
considered as regulation” (OECD, 1997a:9). Theys#nr it to include environment-related
regulation that considers and impacts the enviroiififeemp, 1998:14).

Hutchinson (2006) provides a nice overview of tadaty of international legal
agreements that touch on transferring climate chaachnology to developing nations. The
international legal regime is replete with genewdi obligations for states to transfer green
technology to developing nations. He notes thitcifyle 9 of the Rio Declaration on
Environment and Development provides “that ‘[s]¢éasbould cooperate . . .by enhancing the



development, adaptation, diffusion and transféeohnologies, including new and innovative
technologies.” In like manner, Principle 20 progs that “environmental technologies should
be made available to developing countries on tevhish would encourage their wide
dissemination without constituting an economic leardn the developing countries.” While
acknowledging the importance of patent protecti©hapter 34 of Agenda 21), technology
transfer is a common theme. This includes the Uikh&@e Change Convention, the Kyoto
Protocol, and the TRIPS Agreement (a nice outlinde specifics is included in Hutchinson,
p.525). Support for carbon abatement takes otirerd as well. Morgan (2007) cites the
importance of reducing and eliminating subsidiet #ncourage reliance on, and production of,
fossil fuels. He notes that the Kyoto Protocolleiby requires a reduction of the subsidies that
encourage carbon emissions.

International trade is another channel throughctvitechnology is disseminated, and
subject to a host of additional legal restrictioddbott (2007) notes that new standards of
protection for intellectual property must be caligfaonsidered due to national treatment and
most-favored-nation treatment (MFN) principles. edman, Maskus and Saggi (2004) note that
in 2001, “WTO members established a Working Gron@ ade and Technology Transfer to
examine the relationship between trade and thefeanf technology and explore what might be
done under WTO auspices to increase IT to develpgauntries.” Indeed, the relevant legal
regimes may differ across developed and developatigns. Correa (2007) writes about the
intersection of intellectual property and competitiaw, placing the issues at hand in the context
of developing nations. He emphasizes the impog@ah@reserving competition and market
contestability in the area of IPRs, noting thatrilgat balance of competition and IP protection
must be achieved through a diversity of policied segimes. The article elaborates on a number
of recommendations that may be employed by devedppations in which such legal regimes
are still evolving.

Though not specific to developing nations, the wadaty that exists in these markets is
well reflected in the model of Aoki and Hu (199@)hey argue that the uncertainty surrounding
the scope of patent protection, as well as themmpdete enforcement of IP rights, mean that the
effective strength of intellectual property riglt® determined by the implementation of the
legal system. Given this, they examine how thallsgstem impacts incentives to innovate.
The authors analyze how firms act strategicallingiicensing and litigation to prevent
infringement and deter imitation. Aoki and Hu'sa@ysis is particularly applicable to areas of
new technology.

New technologies frequently challenge existing lsgatems in new ways and foster the
evolution of the law. As one would expect, thisqgass can take time and interesting
adjustments may take place in the meantime. Cenkl& stem cell technologies. In the midst
of national restrictions surrounding the technolagfgte governments stepped in to promote
technology transfer from academic institutionsntustry. Appel and Irvin (2008) describe the
California Stem Cell Research and Cures Bond Aet @cent example of a state initiative
designed to incubate a new technology-based indubtrNovember 2004, California adopted
Proposition 71 to fund stem cell and medical redeéacilities over ten years. In another
example of the evolving process, Appel and Irvid0@) analyze the US environmental
management and technology systems (EMTS) industhttee laws impacting innovation
incentives. The study contrasts the EMTS industiihe emergence of the biotechnology and
semiconductor industries. Early on US courts agthpkisting law to create a predictable legal
structure under which both industries were ablgréav and prosper. By contrast, the EMTS



industry is largely “based on trade secret andgatet! expertise commercialized within a
consulting — not a manufacturing industry — modadich does not draw equally as well on
existing intellectual property law protection anddance.” They suggest that the industry
would benefit from greater predictability in theyé realm.

Finally, there is a large literature on the impafategulation on innovation. Bernauer et
al. (2006) investigate evidence on the ‘win-win bijgesis’ as stated by Porter and van der Linde
(1995) as “...properly designed environmental stashlaan trigger innovation that may
partially or more than offset the costs of compdyimith them”. They refer to a large-scale
guantitative study of the impacts of environmengglulation (Johnstone et al, 2005), and
previous work by Hemmelskamp (1999), Kemp (1997 Klemmer et al. (1999), Jaenicke et
al. (2000), Jacob et al. (2005) which the curréndiyg aims to encompass with a common
framework. Kerr and Newell (2000) found that styer regulation encouraged greater adoption
of lead reducing technology in petroleum refinerigsey also found that larger and more
technically sophisticated refineries, which haddowosts of adoption, were more likely to adopt
the new technology.

Dissemination

Blackman (1999) provides an overview of the fouegaries of technology diffusion models:
epidemic models, rank models, order models ankstmzlels. Epidemic models are the oldest
and likely most influential, based on the idea thatspread of information is key to
understanding diffusion. Adoption time varies lwhea ‘infection’, the amount and timing of
information received, which is a function of theachcteristics of individual technologies. Firm
heterogeneity explains differences in diffusiongats in rank models. These models are based
on the hypothesis that firms differ with regardstone critical variable that impacts the expected
discounted profitability of the new technology, thet return on adoption’. Blackman identifies
seven critical variables: capital vintage, firmesibeliefs about the return on the new
technology, search costs, input prices, factor petdity, and regulatory costs. The premise of
order models is that the order of firm adoptioredetines the net return they receive. Early
adopters earn higher net returns than later adapténally, stock models presume that the net
return on adoption is a decreasing function ofttit@l stock of firms that have adopted. As more
firms adopt, net returns fall. Blackman (1999)uamg that the majority of empirical studies on
technological diffusion amount to an examinatiormoiv diffusion is impacted by firm
characteristics. While firm size and market suethave garnered the most attention, the
impact of factor prices, factor productivity, indteucture, vintage of capital stock,
macroeconomic variables, R&D expenditures, regutatand institutional differences have also
been considered.

In like manner, Kemp (1997) groups diffusion modate two types: epidemic models
(e.g. Griliches 1957) and rational choice modelg.(@avid 1969). Kemp (1997) is a volume
dedicated to explaining the literature’s modelgmfironmental innovation and diffusion, then
testing them empirically with case studies. It®d reading for someone moderately familiar
with economics and econometrics, and explains nasthod results in a historical (as well as
policy-relevant) fashion. In particular, the casses the same data in competing model formats
to highlight the differences in results and intetption. Specifically, he shows that via
alternative models, increases in the effluent ga& encourage adoption of waste-water treatment
plants, but not in the way many might predict. téasl of through diffusion speed, instead the tax
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rate increased diffusion by increasing the popoiatf prospective adopters. The mode of
diffusion is one of enabling and encouraging thieaion of the end-product/process, rather
than encouraging information flow or regulatinge &lso concludes that many year-to-year
changes are not explained by current models. Aalojs clearly affected by the financial or
investment rules of the firms involved, which magecate on heterogeneous principles or
timelines.

In terms of country specific studies, Klaassen.g2805) uses data from three European
nations to estimate the learning curves for winchfeechnologies. They estimate the cost
impacts of governmentally subsidized expansionsyparing national policies to evaluate their
relative effects. Similar data could be found asdd to apply this method elsewhere, or for
other technologies. Howe (2007) summarizes thedrAlisn position on global warming and
environmental policy responses, none of which gpadly target innovation. Finally, Kemp
(1997) analyzed the diffusion of thermal insulatiothe Netherlands 1978-92. Explanation was
impossible using a rational choice model, but waylite well using epidemic models of
diffusion. He finds that the rate of adoption bwners is not very different from that of renters,
probably because of a high degree of rental mandeétration by housing corporations. Subsidy
programs had little impact on the rate of diffusioistead providing windfall gains to receivers.

Alternatively, Milliman and Prince (1992) showedtlin a theoretical model, auction-
based permits offered the largest incentive to addpe result holds across heterogeneous
firms, and was confirmed by Juegial (1996), Parry (1998), Denicold (1999) and Keohane
(1999). Emissions taxes are better than permhgware themselves much better than
regulated or command-and-control policies. Howgetrer degree of improvement is shown by
empirical estimates to be sensitive to the con(featry (1998); Requate (1998)).

The literature on the dissemination of innovatiocudes many excellent reviews. Popp
(2008) is a good review of the field for policymakand regulators. It includes discussion of
the provisions of the Kyoto Protocol, and the cotstate of knowledge surrounding transfer of
technologies to less developed nations. KarshamésStoneman (1995) is a good literature
review of technology diffusion overall.

Role of compulsory licensing

Although there is no single standard definitiore World Trade Organization defined
compulsory licensing in its briefing notes for theha Round as circumstances under which “the
authorities license companies or individuals othan the patent owner to use the rights of the
patent — to make, use, sell or import a produceuapatent (i.e. a patented product or a product
made by a patented process) — without the pernmgsithe patent owner.” (WTO, 2001) ltis
important to note that compulsory licensing is legal allowed under the WTO’s Trade Related
Aspects of Intellectual Property Rights (TRIPS) égment, although the Agreement itself does
not define the term, provided that certain procedwand conditions are met. Significant
controversy naturally surrounds the activity. Caispry licensing is intended to facilitate more
rapid and less costly diffusion of technology, esgiéy in the case of innovations with public
good characteristics where a clear public emergenegnerging. The ‘taking’ of patent rights
clearly reduces the profitability of innovation aindreases the uncertainty surrounding
investment and R&D. In a broader sense, Abbof® 720 otes that “compulsory licensing
legislation serves multiple purposes, includinglfi@ting price negotiations with patent holders,
allowing authorization of generic imports, and @liog authorization of local production.” That
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change in incentives unambiguously leads to lessexuent innovation in pharmaceutical and
other health fields, meaning more expensive (orptetaly unavailable) long-run solutions to
any emergency. In short, compulsory licensing Egabxisting technologies to disseminate
more quickly and cheaply, while discouraging seegeaderation solutions from developing.
Economists conversationally refer to this as atitsolution to a dynamic problem.”

The study by Copenhagen Economics (2009) notesttiae Beijing International
Conference in November 2008, India and China pregdsat the TRIPS flexibilities for the
compulsory licensing of medicines be extended tbaraabatement technology. “The argument
was that climate is a public good, just like headthd that hence the international community
should follow the principle of ‘guidance by goveranh — participation by enterprises’.” There
is ample evidence that compulsory licensing redtiesncentives to innovate in
pharmaceuticals, and therefore reduces the pacamfation in health-related fields (see, for
example, Danzon and Towse, 2003; Lybecker and Fo@0®4; Bate and Boateng, 2007).
Those same arguments presumably apply at leastirigpeco-innovation as well, although
there is no direct evidence. Beyond that indiexitence, Copenhagen (2009) finds no
argument in favor of extending the TRIPS flexilgt due to the number of substitute
technologies available, many of which are not pteie by IPRs. While many diseases are (at
least initially) only treatable with one specificud, a variety of alternative technologies are
available to reduce carbon emissions. MoreoverQbpenhagen Economics study finds that
compulsory licensing is likely to serve as a disimive to investment in environmental
technologies.

The uncertainty engendered by compulsory licensiragn important consideration both
in the context of incentivizing innovation and aladerms of its dissemination. Aoki and Hu
(1996) argue that imperfect patent protection ptesifirms with an incentive to license to
potential infringers or competitors. The licensotgurs precisely because of the uncertainty
surrounding patent protection. Through a theoaétitodel of competition, they demonstrate
that the ways in which firms utilize licensing attié terms of the agreement are a function of the
costs of litigation.

Mandel (2005) argues strongly against compuls@snking, suggesting that it is only a
potential help in an industry where an innovataras licensing their innovation enough. The
study argues that this should rarely be the casedm-innovations, innovations which
presumably have network externalities or positpé®rers. He further argues that compulsory
licensing will reduce the incentive to innovate,iethis precisely an exacerbation of the initial
problem.

Alternatively, Hutchinson (2006) points to an imgamt argument in favor of compulsory
licensing. He notes evidence that in some casasof competition by businesses is a barrier to
technology transfer and a reason behind refudaldnse technology. Specifically, the study
cites examples of climate change technologies ire&@and India. At the same time, he
highlights one important complication surroundirgnpulsory licensing, noting that firms in
developing nations “may lack the expertise to dewehe technology without more than just the
blueprint. In particular, compulsory licensing da®t oblige the patent holder to transfer know-
how (nor does patent law in general).” Especialthe case of technologies involving
significant tacit knowledge, the mere ability teeube patent may be insufficient to make the
technology workable.
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Role of markets and incentives

Market forces and incentives may facilitate theselimination of environmental
innovations or create insurmountable barriers tpddn. The attributes that work both for and
against are concisely described in the works opR@p03, 2005, 2006). Popp (2005) describes
the key lessons for innovation and disseminatiomfempirical studies on policy and
environmentally-friendly innovation. He enumerattes lessons as follows: innovation
responds quickly to incentives; innovation in aggiviield experiences diminishing returns over
time; the social returns to environmental researehhigh; and the type of policy used affects the
nature of new innovations. (Popp 2005, pp.215-2 F%)pp (2005, 2003) cite the public goods
nature of knowledge and the resulting market faguor knowledge, specifically the inability to
completely appropriate the returns, as importansea of the underinvestment in R&D.
Accordingly, Popp (2003) argues that limiting thepact of market failures through subsidizing
R&D and government financed R&D may improve theeptil gains from such innovation.

In terms of market failures, Popp (2006) examirnagegiment subsidies for innovation
in the context of addressing the two market faduteat characterize green technology, the
public goods nature of knowledge and environmemttdrnalities. He finds that while R&D
subsidies do lead to increases in climate-friefBypD, they address only the public good
problem. Since the environmental externality peablis not addressed, there are no additional
incentives to adopt the new technologies. As spohgies that directly impact the
environmental externality result in greater gamserms of both atmospheric temperature and
economic welfare.

Innovation adoption is a function of economic viapi Pray (1981) describes the
technology transfer of the green revolution as ieamly after World War II, when rapid
population growth increased the prices of grairdstae decline of chemical fertilizer prices
made fertilizer-responsive grain varieties affoldah new markets. The low food-grain
pricef/fertilizer price ratio made these varietiesrgomically feasible in countries where they
previously had not been, leading to adoption. Rt&8@1) points out that, in the case of the
green revolution, the distribution of benefits vd@termined by government pricing policies,
rather than the nature of the technology or thee®iof supply and demand. He argues that
government policies determined how benefits weaseshbetween farmers and consumers.
Links to labor markets are also featured in theknadrRennings and Zwick (2001) which
presents empirical evidence that eco-innovationsrgni500 European firms are labor-using,
leading to lower employment among small adoptingdiand among those firms with
expectations of growth. Product innovations useenhabor, while process innovations tend to
use less labor when compared with the pre-innomatiput portfolio. However, the effects are
noticeable only at the margin (9% increased emp&nB3% decreased).

In another branch of the literature, cost redudifgature prominently in many studies.
Jaffe and Stavins (1995) found that consumers weiech more sensitive to adoption costs than
to energy costs when choosing to adopt energyiefiicnnovations for their new US homes.
Hasset and Metcalf (1995) confirmed this resulggasting that it is due to behavioral biases
toward proximate events in favor of future eventsjue to uncertainty surrounding how future
energy prices will evolve. In addition, Blackmd®99) argues that many types of climate
friendly technologies (CFTs) both reduce carbonssions and reduce production costs. Clearly
technology diffusion is facilitated if such techagies cut costs and boost exports. “Efforts to
promote the diffusion of CFTs are likely to garmedespread support since they represent
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opportunities to enhance productivity and abatallpollution in the eyes of developing
countries, and opportunities to boost exports ofgent and expertise in the eyes of
industrialized countries.”

Leading up to the 2009 Copenhagen Summit on Cli@atnge, the Copenhagen
Economics study (2009) examines the claim freqyentde by developing nations that strong
intellectual property rights on carbon abatemecittelogies hinder developing countries’
greenhouse gas abatement efforts. The study tir@d$PRs do not constitute as significant a
barrier as claimed since a variety of technologést for reducing emissions. Based on the
cost-per-unit-of-carbon-emission-reduction, IPRtgcted technologies are not necessarily more
costly than those not covered. The authors naiethie expensive of some innovative carbon
abatement technologies stems from the immaturith@technology rather than patent
protection. Moreover, the study finds that whilere is a small number of emerging market
economies which account for the majority of patgmtgected in the sample (99.4%), there is a
much larger number of low-income nations that provery few patents (0.6% of the total
sample). Given that patents are virtually norstxit for these technologies is most developing
countries, it is difficult to argue that IP protect is a significant barrier to technology transfer
Moreover, if stronger environmental regulations evier place and creating a market for these
technologies, there would likely be more patentcfean technologies in developing countries.

Costs are also examined in empirical work. RoseJaskow (1990), Boyd and Karlson
(1993) and Pizeet al.(2001) all found that increased fuel prices encgesaadoption of fuel-
saving innovations at industrial facilities in @fént industries. Also consider Brunnermeier and
Cohen (2003) who use panel data models across W8fawduring industries to find that
between 1983 and 1992, environmental innovatiopamded very clearly (with a one-year lag)
to increases in pollution abatement expendituresinereased monitoring and enforcement
activities related to existing regulations did podvide any additional incentive to innovate.
They also found some empirical evidence that enwrental innovation is more likely to occur
in industries that are internationally competitivis mentioned earlier, the study also refers to
similar conclusions by Lanjouw and Mody (1996) daffe and Palmer (1997).

Drawing on examples from the agriculture sectoryBuand Outlaw (1995) describe the
potential importance of economics of size. Thelgfoints out that if large scale is necessary
for adoption, the result may be industry concerrat “By their experimentation, large-scale
producers can take leading roles in demonstratiagtficacy of new technologies. If such
cutting-edge technologies are workable and affdedably for facilities that achieve certain
economies of size, then over time the industrylmrome dominated by industries that can
afford to comply.”

Important considerations arise from both the syppld demand side, as noted by Kemp
and Soete (2000). On the supply side, technolbgm@ortunity and appropriability affect this
field of innovation in a fashion similar to otheéeltis of innovation. On the demand side,
innovation faces much higher hurdles here. Ringtie are problems related to knowledge and
information, including who is responsible for costed how to price damage. Second, there is
uncertainty about actual costs, consumer valuespalicy platforms now and in the future.
Third, many eco-innovations are process in natureaim to market to the end consumer
without necessarily lowering costs, making thenrarnge commodity.

The complications surrounding these strange contiasdre furthered by government
interventions in the market and their tinkeringhwihicentives. Naghavi (2006) presents a
theoretical model showing how “tariffs levied onllpting goods could result in less global
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pollution than harmonization of environmental stamis by inducing more pollution abatement
R&D”. Arrow et al. (2004) refer to three reasdhat natural resources may be underpriced:
unclear property rights, externalities and govemtnsebsidies. They refer to the 1992 World
Development Report by the World Bank which showeat in 29 of 32 LDCs surveyed,
subsidies had caused the price of electricity, maate fossil fuels to fall below cost (not even
including externality costs). The similarly repthat the International Energy Agency (1999)
“has estimated that in India, China and the RusBederation, full-cost pricing would reduce
energy consumption by 7, 9 and 16 percent, reyfagti. where most of the departure from
social cost pricing is attributed to energy sutestli They refer to Myers and Kent (2000) for
estimates of aggregate global subsidies on thefusevironmental and natural resources.

Observations on particular countries are considerdige following studies. Malueg
(1989) and Kerr and Newell (2000) showed that ttoggram in the US to phase out leaded
gasoline using tradable permits led to a more iefiicuse of resources than pure regulation
would have. Keohane (2001) confirmed the samdtrasing the example of the US Clean Air
Act system of tradable permits. In an interestingtrast, Friedman (2006) argues that China
has one political advantage over the US, thatritrnake decisions against special interests and
all bureaucratic obstacles or worries about voseklash and simply order a change. If the US
could do that for one day, and institute respomesiegulations, standards, education,
infrastructure and prices, then our system woullersre that they are enforced via legal action
if necessary. Friedman also suggests that shontteex credits, to be renewed each year, are
devastating for small and emerging industries, beedhey don't allow full-scale production and
increase risk. Firms can’t invest without a guéead market.

The role of government intervention is also desatiby Sachs (2003) who concisely
enumerates on the characteristics and circumstarficks/eloping nations that hinder innovation
in developing countries. He notes that scientists researchers tend to congregate
geographically in universities, research parks, smentific hotbeds like Silicon Valley. In
addition, brain drain has intensified with globalibn. Poor countries are also handicapped by
their small market size, cash-strapped governnamdsnability to make public investments in
research and infrastructure. (Sachs 2003, p.B2&hs notes that while there are very few
examples of nations that were low innovators a ggizs ago which are highly innovative
today, in those that are, both markets and conséralustrial policy played important roles.
“[P]Jromotion of a knowledge economy or innovatiomskd economy is not only a market
phenomenon, but also a process of industrial pality government investments in science,
technology, and higher education.”

Finally, legal incentives are also important feasuof the innovative landscape. Aoki
and Hu (1996) explore the impact of the legal sysb@ the incentive to innovate under
uncertain patent protection. They analyze conaltionder which an innovator decides to
license their technology to prevent imitation. Stakes place when “(1) the legal costs and
probability of winning make the patent owner unableredibly threaten with an infringement
suit; or (2) the patentee credibly threatens tg Buethe potential infringer’s legal cost is swlo
that he is willing to go to court.” Under thesenddions, the innovator will license the
technology and share the market. In essence, dnketrstructure is determined by the
uncertainty surrounding patent protection and lggllenforcement.

The incentives surrounding the diffusion of envir@ntal innovations take a variety of
forms. They naturally occur in the market andsiraped by market structure and uncertainty. A
noted in the Copenhagen Economics study (2009)ntdogical capacity and market size are
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prerequisites for stimulating domestic innovatiow #echnology transfer. Technology transfer
is also delayed and speeded by the forces of gmarhintervention and the markets for
substitute and complementary goods. The econadterature provides a wealth of studies
examining each of these elements and yet provigdlieigty of inspiration for additional works
and further empirical study.

Importance of appropriate technology

The appropriate nature of technology is a sub8éggsential, consideration in the
analysis of the dissemination of innovation. Thof&y from obvious, the varied considerations
surrounding the appropriateness of technologyrdamaately linked to its success or failure. As
noted by Pray (1981), similarities between the Vrator and adopter are essential. He illustrates
this claim with evidence from the Green Revolutidihe type of transfer that occurred during
the green revolution depended on the agroclimatidayity of the adopting country with the
country of origin and also on the sophisticationhaf local research system. The initial diffusion
of HYVs [high yield varieties] in India, Pakistanurkey, and Malaysia was largely a material
transfer because their agroclimatic conditions vearelar to Mexico and the Philippines.” Pray
goes on to note that a study of what determinecctieeptance of this technology determines that
success may require acceptance by both governmeryafirms. The benefits to both are key
to acceptance and diffusion of new technologies.

In a cross-country study, Popp (2006¢) comparesviaition for SQ and NG pollution
control in the US, Japan and Germany. He findswin@n regulations are enacted, local
inventors respond by increasing patenting actifdtyrelevant technologies. This result even
holds true in the last country to adopt regulafi@ermany for S@ US for N&), suggesting
that these innovators are adapting existing innomatfrom other countries. This claim is
supported with evidence from patent citations. &kglanation may be traced, in part, to the
quality of coal which varies across countries. @artechnologies need to be adopted to work
with the locally-available coal. As such local awations matter for these technologies. Another
example in which the appropriate technology conitepiarticularly relevant to the environment
may be found in Lanjouw and Mody (1996). They fthdt there are more adaptive patents for
water pollution than for air pollution. This is@ained with the observation that air pollution
uses expensive capital equipment that may be impdot developing countries, while water
pollution technologies must function under locablggical conditions.

In a similar vein, the theoretical work of AdlelO1) asserts that many environmental
issues are local or regional in nature, so redasal knowledge and solutions. Adler (2001)
advocates ‘competitive federalism as a promisiteyative to rigid, inefficient national
regulation and regimentation’. His work is pub&shunder the auspices of the American
Enterprise Institute, which asserts that “compegifederalism attempts to mimic, in the political
arena, the dynamics of a well-functioning economarket.” Adler asserts that the
environmental regulatory system in the US suffesmfinefficiency, excessive rigidity, poor
prioritization and other problems characteristia@aommand-and-control system. He advocates
a national policy of ‘ecological forbearance’, whatates would petition the EPA for waivers of
particular requirements in order to pursue statetlmnovation and experimentation. Rather
than rely on a patchwork system of prescriptivegied which may slow innovation and impose
non-trivial costs, a new system might encouraga(dgast permit) states to deviate from the
national norm in pursuit of better solutions. 8a(2003) also stresses that many technologies
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are highly ecology-specific. Technologies apprafgrifor one ecological environment may be
difficult to employ in another. “The diffusion téchnology from the advanced to the lagging
countries, so important in the process of catchingworks best when the laggard shares the
same ecological zone as the leader . . . and wods$ poorly when the laggard is geographically
isolated and in a distinct ecological zone.”

Finally, technology lock-in is a well-documentedrgt occurring where there are
increasing returns to adoption (David, 1985). iRaovations which work as a system, there is
also the strong possibility of positive externabtiof adoption (e.g. ATMs, fax, computer OS,
VHS). In such cases, an appropriate role for gado delay the adoption of standards until
sufficient information about the future timepattsteeen revealed. Besen and Farrell (1994),
Katz and Shapiro (1994), Liebowitz and Margolisq4Pand Farrell and Saloner (1985) all
analyze cases involving network externalities.idyahight also help to set standards, to help
disparate market interests to coalesce around anconmterest in a new framework (e.g. USB
format).

Culturally, Environmentally, and Politically Approp riate

The diffusion of environmental innovations is faeiled by environmental feasibility as
well as cultural and political acceptance. Firhnat ieffectively respond to such pressure and
signals are more apt to succeed. A wide arragon@mic studies has analyzed these different
facets of adoption. The importance of social pressis emphasized by Blackman and
Bannister (1998) in their analysis of the pressbsesther firms and community groups in the
adoption of cleaner fuels for brick kilns in Mexic8errone et al. (2007) proposes that firms
react to normative pressures from their peers aidegegulatory pressures. Finally, Baylis et
al. (1998) explore the possible reasons for adomifaeco-friendly innovations via EU case
studies. Larger firms clearly felt more socialgmere, but conformity to laws was the overriding
reason for adoption.

Beyond social pressure, Wong et al. (1996) showdbiasumer perceptions of eco-
friendly are unclear, and often hinder diffusiomgumicing. Lapan and Moschini (2004) analyze
innovation and the case of genetically modified (Givbducts. Their work points to the
importance of public acceptance and effective r@gpis, as well as the consequences for
international trade. They demonstrate that th@dhiction of genetically modified products may
lower welfare because of the cost externality thatilts from certifying and verifying such
products. In addition, regulations on geneticallydified products may impose artificial costs
on the trade in GM products, lowering efficiencylaadistributing welfare.

Economic studies have focused on both surveyargéinumbers of firms, as well as
industry case studies. Craig and Dibrell (2008dia survey of a sample of 396 firms to
determine whether family-based firms were bette&catinnovation. They used a poorly
described five-item scale for environment from Klsen (2001), and a similarly vague
innovation construct introduced in Davis et al.q2p) Results are simple and show that family
firms are more attuned to their natural environnserd related policies. Again, the data would
be interesting to analyze in a new model with betels. In another large scale study, Frondel
et al. (2004) use a survey of OECD data across #idri6 and find that more than % of all
abatement measures adopted are for cleaner produather than end-of-pipe reasons.
Estimation results indicate that regulatory measarel the stringency of environmental policies
are positively correlated with end-of-pipe techigiés, while cost savings, general management
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systems, and specific environmental managemerg tend to favor clean production.
Naturally, there are differences across nationsbateeen firms and industries.

As for case studies, Calef and Goble (2005) comiper@olicy encouragement during
the 1990s of electric vehicle diffusion by Calif@mand France, California’s approach being
very public and adversarial, France’s being qunet without public participation. They argue
that California’s stringent regulation spurred tlevelopment of innovative hybrid and fuel cell
vehicles more effectively than the French approaldiey state that regulation “in California is
an example ofechnology-forcingit required the regulated industry to produce seltlefficient
electric vehicles, within a set period of time, e¢lough the technology was not fully developed
when the regulations were created.” Despite tlseess of this policy, it is important to note
that the original Californian policy called for peemission vehicles, which does not describe
hybrid vehicles. The intent of the policy wastieentivize truly electric powered vehicles.
When the automakers couldn’t produce them, thedstais were weakened so that they could be
met with partial zero emission vehicles, such dwidg. Calef and Goble provide an interesting
review of the importance of cultural and politicaintext when considering diffusion
mechanisms.

In another study, Larson (2001) analyzes fuelteelnology. The study suggests that it
may be adopted in less developed nations beforel@j@®d nations, since the need is greater. In
the absence of a reliable power infrastructurd,dakts could follow the path of cell phones. As
the least capital-intensive system (compared togitrg transmission lines from a central
generation plant to remote areas), it may very wellbased purely on lower upfront costs.

In the context of developing nations, Johnson anehBon (2000) examine diffusion to
Africa. In a study of technological spillovers tgrezulture and productivity, they argue that the
slow diffusion in Africa may be traced to their dhmaarkets with low technological
infrastructure. “[F]oreign research is less apgdble in sub-Saharan Africa, and thus has lower
impacts than in other regions. If sub-Saharancafhiad enjoyed even the average level of
foreign spillovers, growth would have been muchedgdut it is unrealistic to hope for a huge
increase, due to the costs involved in developeegrological infrastructure and the constraints
of climate and other distance measures.”

Aubert (2004) studies the process of promoting wation in developing countries and
describes the importance of developing technolafjigsaccommodate local conditions. “A
typical example is technology which maintains theoaomy of local communities such as
autonomous sources of energy and low cost effitedatom infrastructure — and thus prevents
the destructuring of societies through urban cotregan.” In order to facilitate innovation
opportunities in developing nations, Aubert (208ues for the diffusion of technology and
knowledge, through a number of channels: “metmplatandards and quality control, extension
services (for manufacturing and agriculture), infation and training programs, demonstration
and pilot projects.” He identifies a major problasthe lack of contact between research bodies
and local communities in developing nations, whechrimarily a function of financing for these
research entities.

Importance of Science Base
While the availability of technology is a necessemyndition for dissemination, it is also

critical that the recipients have the prerequikitewledge and scientific base to best exploit the
information. As described by Hoekman, Maskus aaggb(2004), “Countries tend to acquire
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international technology more readily if domestions have local R&D programs, there are
domestic private and public research laboratomesumiversities, and there exists a sound basis
of technical skills and human capital. All thisluees the costs of imitation, adaption, and
follow-on innovation.” The authors argue that tlieajer the ‘technological distance’ of a
recipient country from the global frontier, the ger the challenge of effectively incorporating
information into production systems. The absomtiapacity of a nation has also been
considered via labor markets. Hoekman, Maskus aggi$oint out that “[sJome studies have
found that intra-national labor turnover from MN[BEwultinational enterprises] to local firms is
limited, while others find the opposite. An ex#on is that in countries where local firms are
not too far behind MNEs in technical terms, lahonbver is more likely. Thus, the ability of
local firms to absorb new technologies is a deteami of whether labor turnover is a means of
technology diffusion.”

In an historical illustration of this point, Praj981) describes the importance of Ford
Foundation and Rockefeller Foundation support avigling initial funding for International
Agricultural Research Centers. He notes that firencial support speeded the spread of the
technologies of the green revolution. The imparéaof local scientific knowledge is reinforced
by Pray’s (1981) results. “One of the most impotrtfactors in determining which governments
participated in the green revolution first was strength of the local research program.”

Sachs (2003) examines global divisions in innovatind technological advance,
utilizing US utility patent data to distinguish beten technology innovators and the non-
innovators. The “top ten innovating countries actdor around 94% of all the patents taken
out in the US in the year 2000, yet these countrea®e a combined population of only around
14% of the world’s population. It's roughly a 96H higher ratio of patents per capital in the
top ten countries than in the rest of the world194divided by 6/86). . . [T]he bottom 128
countries. . . have 63% of the world’s populatioat only 1174 patents in the year 2000, or just
0.75% of all the patents taken out in the US tleairy

In an examination of non-innovators, Aubert’s 2804dy identifies several significant
weaknesses in the innovation environment of devegppations. Specifically, he identifies low
educational achievement, the lack of infrastructumgportantly telecommunications
infrastructure, and the quality the business emwvitent and governance conditions. Aubert
expresses particular concern for the bureaucrltmate and the formal/informal regulations
regarding economic transactions. He also point$hat in many developing nations, the
absence of a scientific foundation is exacerbaetthé exodus of skilled citizens from the
developing world to OECD nations. “Up to one-thafdR&D professionals from the developing
world reside in the OECD area.” Although a varietyactors certainly play a role in
technology transfer, rich human capital and a gfsmientific base are clearly important. As
argued by Hoekman, Maskus and Saggi (2004), fundtaite “openness is not sufficient — there
needs to be absorptive capacity and ability to aftapign technology, both of which are related
to human capital endowments and investment in R&PBrisive industries.”

Strategies for effective technology transfer
Hoekman, Maskus and Saggi (2004) analyze policpogtor technology transfer to
developing countries. While acknowledging thatigieieg an optimal policy mix is difficult and

likely country-specific, they identify some rulestbumb for policy intervention (see table 1
below). They argue for liberal trade policies &tIrtypes of countries, noting the policy is
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associated with higher total factor productivitfpillovers from technology-intensive imports
exist at the aggregate, intra-industry, and imelustry levels.” The study emphasizes that broad
policy initiatives are essential for domestic gdnmsn technology transfer, consisting of

“building human capital, expanding national innéeatsystems, and effectively protecting IPRs,
which may be critical for fostering innovation asubporting trade in knowledge”.

20



Table 1. A ‘Rule-of-Thumb’ Typology and Examples ¢ ITT Policies
(Hoekman, Maskus and Saggi 2004)

Tradein goods EDI Trade in IPRs= Temporary General technolazy
knowledge movement policies
(licemsing)
Ovn policies
in:
Low-income Liberal access Imward imvestment Improve information | Basic protectionand | Incentives fior Basic education; improve
1 1 promotion flows about public mininmm standards | education abroad infrastructure; raduce entry
domain and mature barriers
technologies
Lower muiddle | Liberal access Imward investment Improve information; | Wider scope of Incentives for R&D =upport policies; mprove
Tacome promotion limited incentives far | protection: emplay education abroad and | public-pnvate collaboration
ks licensing flexibilities training-related
movement
Upper middle | Liberal access No active policy No active policy Full TRIPS Encourage two-way | B.&D support policies
income mobility
countries
OECD
pelicies
towards:
Low-income Subsidize ‘pubhc Incentives for Subsidize transfer of | Forbearance i Preferential aceess: Support for public and public-
couniries good’ type imports outward flows public domain and disputes; differential | subsidies for private research facilities;
excesding those for | mature technologies | pricing for exports of | education and incentives for universities to
FDI to IMICs (see IPE. products: temporary accept DC students m STI
belaw) assistance in employment disciplines
compedition policy
Lower middle | Ne confrols Incentives that exual | Assistamce n Differential pricing Wider access for Fiscal incentives for R&D
income those granted for establishment of joint | of public good type | education and performed i developing
S domestic venture parmerships; | IPR protected goods; | traming amd ooumtmes (DCz) and temparary
disadvantaged matching grants assistance in temporary employment of BC scientific
zEgions competition policy employment personnel and engineers.
Upper middle | No controls No incentives No active policy No active policy Encourage mode 4 No active policy
income type mobality
countries

Numerous economists have examined the strategie$féxtive technology transfer.
Important insights are found in the handful preedritere. First, Sachs (2003) distinguishes
between two important end users of science anchtdoly and notes that the innovation
systems in poor countries are failing along alleligsions. On the one hand, some technology is
commercialized by the private sector, embodiediodg and services ultimately purchased by
consumers and businesses. Alternatively, othéntdogies are used in the provision of public
goods and are most frequently used by governmeamtcaes and other nonmarket organizations.
In exploring how countries may effectively diffusehnologies from abroad, Sachs concludes
that “the most effective strategy for that purpbas been the integration of the national
economy into world production. Countries that hbeen able to attract foreign direct
investment in export-led sectors have been the suastessful in achieving rapid technological
upgrading.”

Hutchinson (2006) cites a large literature explgtime claim that technology transfer is
more likely if recipient nations have strong inéellual property rights. He notes the finding that
IP protection facilitates trade flows of patenteds into large and middle-income nations, but
has no impact on poor countries. In a similar yBiark and Lippoldt (2008) empirically analyze
the impact of strengthened IPRs in the developiogdy The study finds that technology
transfer is enhanced by stronger levels of patesteption, while acknowledging the necessity of
complementary factors such as infrastructure, g¥fegovernment policies and regulations,
knowledge institutions, access to credit and ventapital, skilled human capital, and networks
for research collaboration. (Park and Lippoldt2Q0@p.28-29)

In a study on the role of education in innovataioption in agriculture Lin (1991)
explores why education has a positive impact orattaption of new technology. While a new
technology may generate higher productivity or cedcosts, “the changes in the production
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process involved in the adoption of a new technplogy bring risks resulting from imperfect
information and the possibility of committing ersorBecause education enhances one’s ability
to receive, decode, and understand information|it is|hypothesized that education may
facilitate the diffusion of new technology.”

Aubert (2004) identifies two global drivers for mration in developing nations: the
revolution in telecommunications and scientific adees. Telecom advances in particular have
facilitated trade, reduced distance across thedyarid linked the most remote areas to centers
of commerce. These themes are echoed in Teec8)(® points out that as global markets
have become increasingly liberalized, trade batierwe been eliminated and restrictions on
knowledge transfers have evaporated. Given tinlesfare no longer able to earn extra-normal
returns by capitalizing on trade restrictions. ®amed with lower transportation costs,
competition has increased and information abouketarpportunities diffuses virtually
instantaneously. However, the impact is not elgtimegative. Open trade regimes will
facilitate the diffusion of knowledge and technolodAs described by Hoekman, Maskus and
Saggi (2004), “Firms should have undistorted actesapital equipment and imported inputs
that embody foreign knowledge.”

Beyond the studies that focus on effective diseation strategies, a rich literature
examines specific policy alternatives and technplattyibutes that may impact the
dissemination of environmental innovations. A gmaamnber of studies are very briefly
described here to provide an indication of whatltbdy of work contains, and to provide a large
set of resources for further investigation.

Early on Carraro and Siniscalco (1994) called forermodeling of technological
change, particularly endogenous to the systemer@estudies have since answered the call
examining endogenous technological change. Bastedii (2006a) formulate and calibrate a
global model with economic and environmental pebgiprices and endogenous induced
technological change. The model could be appbeédt alternative policy formations and
alternate sets of assumptions. Van der Zwaan &@02) present another model with
endogenous technological change. In a similar,\Buonnano et al. (2003) build an elegant
model to test the cost and environmental impacte@Kyoto protocol. They include exogenous
policies and endogenous technological change. mbel could be parameterized to test
alternative policies.

Gerlagh and van der Zwaan (2003) present a CGEtitoae costs of limiting global
temperature change, and include endogenous techcalchange. This piece extends the
application in Gerlagh and van der Zwaan (2006)raag be useful for policy analysis. In
another study, Gerlagh et al. (2008) simulate ¢#sponse of research to environmental policy,
recognizing that the optimal policy depends ondiage of the environmental problem. While
the results are difficult to summarize here withaditill mathematical model, their summary
states it quite clearly: “In the early stages okanironmental problem, abatement research
should be subsidized at a high level and this systould fall monotonically over time to
stimulate initial R&D investments. Alternatively,tiw a constant R&D subsidy, patents’ length
should initially have a very long life-time but $hshould be gradually shortened. In a second
best situation with no deployment subsidy for alvestiet equipment, we find that the
environmental tax should be high compared to tige\Ran levels when an abatement industry is
developing, but the relative difference falls otigre. That is, environmental policies will be
accelerated compared to first-best.” Since theepig purely theoretical, its credibility would be
strengthened with robustness tests for functioorah fat least.
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Another collection of studies is focused specificah the Porter Hypothesis and tests of
its validity. Mohr (2002) builds a model in whithe Porter hypothesis may be true. He draws a
parallel to the infant industry argument. In amsthpproach, Ricci (2004) builds a model in
which environmental regulation can improve produttiand economic growth (supporting the
Porter hypothesis). The avenues of impact arereased productivity of inputs, better
education, economies of scale in abatement, expmtdaof a better environment encouraging
greater household savings and therefore cheapestiment, and stimulated overall R&D
because it is a clean activity. Roediger-Schl@f®4) is a very readable survey of the evidence
for the Porter hypothesis, from description of lagans and innovations to a review of the
evidence on the determinants of innovations arfdsidn of eco-innovations. He then outlines a
possible policy configuration bringing the suppfyregulation (politicians and bureaucrats) to
the demand (or lack thereof, from firms and orgatiins and consumers).

Costantini and Crespi (2007) test the hypothesisdtronger environmental regulation
creates a comparative advantage in those natiahg iproduction of eco-innovation. They posit
that the ‘pollution haven’ hypothesis is the oppmsivhere low regulation areas become low cost
producers of all goods (but what about comparatteantage?). Using a 1996-2004 sample of
20 OECD exporting nations and their trade flowhwi#d8 importing nations, they use a gravity
model augmented with environmental policy varialietest the impact of regulation on trade
flows in goods related to energy and energy savahgse. Environmental policy is proxied by
CO2 emissions, current environmental protectioreeggures both of the public and the private
sectors, the percentage of revenues from envirotahixes on total revenues, and public
investments on environmental protection. Innovaigalternatively measured as the number of
patents in the energy sector, the number of t@tdrgs from residents, or the percentage of
research and development expenditures. The modél be tested more thoroughly in the
estimation, but the general results show the erpesigns (e.g. nations with more stringent
environmental regulation had stronger exports @frenmentally-related products.

An additional stream of work has grown up arouralork of Nordhaus (1994), the
source of the DICE (Dynamic Integrated model ofr@ie and the Economy) model. Nordhaus
(2000) is the expansion of that original model aniations. Nordhaus (2002) is a description of
the enhanced DICE models which include technoldgicange. They can be calibrated to
simulate policy alternatives on a regional or gldbael. Popp (2004) includes induced
innovation in the DICE model, and permits simulatad alternative policy measures. Popp
(2006) includes a backstop technology.

In a broader sense, economists have examinededyvaf regulations and policy choices
that impact technology transfer. The followingdias are an excellent representation of this
body of work. Wilcox (1984) shows that regulatexmd fuel prices impact the fuel efficiency of
automobiles. Requate (1998) shows that compaaixestand permits depends critically on the
parameters, so the social preference on policyldhmisituation-specific. In a more recent
study, Popp (2003) looks at patenting before atet #ie passage of the Clean Air Act in 1990.
Patents before the Act acted more to lower costs th increase environmental effectiveness,
while innovations since then have had a marked atnpa the effectiveness of scrubbers (flue
gas desulfurization units). These results stemm fitee fact that between 1978 and 1990, new
plants were required to install scrubbers that reed®0% of SO2. Thus, innovation lowered
the operating costs of scrubbers, but there waseerd to improve the environmental
effectiveness. In contrast, after the Clean Ait éfc1990, which started permit trading for SO2
emissions, further reduction of emissions was rde@by the ability to sell excess SO2 permits.
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Empirical work in this vein includes Rehfeld et @006) analyze firm-level data in the
EU to show that the certification of environmentalnagement systems has a significantly
positive effect on environmental product innovasion another empirical study, Arimura et al.
(2007) use 4200 firm-level observations acrosSIBED to study the propensity for firms to do
environmentally-related R&D. In a simple Tobitiesdtion, they find that subjective perception
of the stringency of environmental regulation str@ng predictor of environmental R&D. Firms
with an environmental accounting system are likemsre likely to do more R&D. The
availability of technical assistance programs strang contributor as well. Large firms
(measured by number of employees), and firms egpeing sales growth are both more likely
to do R&D. There is also a strong nation-spe@fiect. Montero et al. (2002) is a case study
description and analysis of a market-based enviemtah program in Chile. The program was
hampered by transaction costs, regulatory uncéytaand incomplete enforcement, but still
provided flexibility to adapt to new market condits.

Finally, a large number of studies examine othpeets of dissemination theory. Cowan
and Hulten (1996) review the case of technolodmek-in which sidelined the electric vehicle.
Bosetti et al. (2006b) use another calibrated mtwléhd the relationship between R&D
investments and learning-by-doing, between eneaging and fuel-switching. There is a
potential for applied sensitivity analysis hera.ah empirical study, Frondel et al. (2004) use a
survey of OECD data across 4186 firms and find nharte than % of all abatement measures
adopted are for cleaner production rather thanaérpe reasons. Estimation results indicate
that regulatory measures and the stringency ofrenniental policies are positively correlated
with end-of-pipe technologies, while cost savirggneral management systems, and specific
environmental management tools tend to favor gaduction. Naturally, there are
differences across nations and between firms athasines. Brunnermeier and Cohen (2003)
use panel data models across US manufacturingtimmeiito find that between 1983 and 1992,
environmental innovation responded very clearlytlfvai one-year lag) to increases in pollution
abatement expenditures, but increased monitoridgeaforcement activities related to existing
regulations did not provide any additional inceatte innovate. They also found some
empirical evidence that environmental innovatiomire likely to occur in industries that are
internationally competitive. They refer to simil@nclusions by Lanjouw and Mody (1996)
which considers an earlier time period, and Jaiit: Ralmer (1997) whose analysis establishes
that R&D expenditures rather than patenting areiognt.

Alternative mechanisms

The body of literature comparing alternative medsras for the dissemination of
environmental innovation is strikingly recent. Tinable exception is Jaffe el at. (1995) which
presents a good summary of the US industrial tifsiéetween productivity and environmental
responsibility. Valuable studies that have appanere recently include Press (2007),
Kverndokk et al. (2005), Manne and Richels (200%) &lachant et al. (2008). Press (2007) is a
literature review of the impact of regulation orvieanmental protection, but also on
competitiveness and innovation and capital movesmeWith a broader focus, Kverndokk et al.
(2005) compare policies, carrot and stick, to impat least-cost innovations for environmental
change. They raise the interesting point thatididssto alternative energy on the grounds of
spillovers may be welfare-reducing if they crowd other just slightly less efficient or desirable
technologies.
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Turning to econometric models, Manne and Richéd942 uses a CGE model to
compare alternative models of pollution regulatiddhile Glachant et al. (2008) analyzes the
effectiveness of The Clean Development MechanisBiM; a portion of the Kyoto Protocol
which allows member industrialized nations to depedr finance projects in other nations in
exchange for emissions credits. The analysis iesesds on 644 registered projects, describing
them and doing econometric analysis of their dev&heir econometric analysis consists of a
logit analysis of whether or not transfer occurasdart of the project, and they find that
“transfer likeliness increases with the size ofphgiects, and transfer probability is 50% higher
in projects implemented in a subsidiary.” More Wwuaith this dataset is definitely warranted.

Importance of follow-on support, training

In many cases, the transfer of technology is dmiytieginning of the learning process.
Environmental innovations, like other new technadésgmay require significant amounts of on-
going support, training and assistance with masmer. The required skills for continued use
and repair of new technologies should be considatréae onset of adoption. Aubert (2004)
notes that “medium technology industries (suchudsraotive) are often more demanding in
terms of required technical skills than high teatiustries (such as electronics), because a large
part of the components have to be produced looatyle high tech elements, of lighter weight,
can be more easily supplied from abroad. In thimection, it is generally the industries
supplying materials and components which bendfithe domestic front, most from technology
transfer and skill upgrading from FDL.” In an usdry specific example, Chandrashekar and
Basvarajappa (2001) focus on the Indian food pangsndustry to describe the importance of
downstream infrastructure and technologies. Tliecas point to the dearth of such elements as
a significant barrier to the development of theusstdy and its export potential.

Conclusions and policy implications

The dissemination of environmental innovationepehdent on fostering a receptive
environment and incentivizing the transfer of temlbgy. A combination of market, regulatory
and cultural conditions contribute to the arena/imch dissemination and adoption take place.
Fundamentally for technology transfer to take placgeveloping nations a number of obstacles
must be overcome: uncertainty surrounding thescarsti benefits of adoption, asymmetric
information on the value of the innovation, finaaland skill requirements, externalities, and
regulatory barriers. The mysteries surroundingretaad how quickly new technologies are
adopted are being unraveled in a growing body ohemic studies. Nevertheless, significant
challenges remain and policymakers would be weliszd to reduce uncertainty and operate
with transparency as they endeavor to facilitassetnination for developing nations.
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