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Executive Summary
This paper aims to summarize the state of academoivledge surrounding the economics of
environmental innovation. Following a definitiohenvironmental technology, the paper
enumerates and describes the obstacles or consti@itne development of eco-innovation.

Key Findings:

Many of the challenges to innovation in generalranegored and exaggerated in eco-
innovation.

Environmental innovation is fraught with uncertginincertainty about the end-product of a
research process, uncertainty about the recepyitinedomarket, uncertainty about the ability

to appropriate the returns to research while congoettry to produce similar results, and
uncertainty about regulatory impacts on the resepracess and end-result. In addition, there
is frequently uncertainty surrounding the pricirfiggompeting as well as complementary
goods.

On the other hand, uncertainty itself often stirtedannovation. Policymakers may very well
be conflicted about how much structure to proviaeifinovators, if they truly thrive on some
degree of uncertainty. This is further complicdbgdhe fact that the appropriate policy
response undoubtedly differs by industry, by tedbgical problem, and even by time period.

This review of economic studies reveals five thembih affect the development of eco-
innovations: intellectual property rights (e.gtgrds), economies of scale, markets and
incentives, system complexity and policy choices.

While developing nations frequently claim that sgontellectual property rights on carbon
abatement technologies hinder developing countgenhouse gas abatement efforts, it has
been shown that IPRs do not constitute as signifiadbarrier as claimed since a variety of
technologies exist for reducing emissions. In meaees, IPR-protected technologies are not
necessarily more costly than those not covered.

Numerous studies have documented the reasonsdorage strong patent law. There is near
universal agreement among economists that straatjectual property rights are an essential
prerequisite to the development of environmenttielogies. Moreover, most firms

indicate that IPRs are essential to the profitbdf commercial research, so in its absence
they simply will not commit research and developtr{(&&D) funding to the market in
guestion. At the same time, the value of pateatd,other forms of protection, varies across
industries and across innovations.

One of the challenges of sequential innovationifigbe difficulty in rewarding early
innovators for the technological foundations theyealop, while also allowing for the reward
of subsequent innovators who improve and extendtigénal technology to new



applications. This is particularly applicable Imetcontext of new technologies, such as
environmental technologies.

The challenge of achieving efficient scale and oatlyiper-unit production costs is critical to
the success of most innovative products and presesSince most innovations are subject to
economies of scale (or increasing returns to scaeyhich higher levels of output are
associated with lower per-unit costs, larger fimmsy be better positioned to develop
environmental technologies.

The greater the ease of development and extentitthwhe innovator will profit from the
innovation and appropriate the benefits will bathifitate environmental innovation.
However, in the case of eco-innovation, there iseuiainty about actual costs, consumer
values, and policy platforms now and in the futukéoreover, the market is complicated by
competing technologies (e.g.: fossil fuels) subjeategative externalities in which the user
does not bear the full cost of the good. Furtther public goods nature of environmental
technology prevents the user (and the innovatomfiully capturing the benefits of the
innovation.

The role of federal regulations is critical to thevelopment of eco-innovation.
Environmental regulation might lead to cost-savmgpvation if a) the fixed costs of
innovation are lower than compliance plus produstar b) spillover effects make innovation
strategically a bad idea for the firm but a gooehidor society, or ¢) regulation helps to fix
incentive problems between managers and ownedy,regulation helps to clear information
flow.

Given that knowledge has positive spillovers, beséd those who bore none of the cost of
acquisition, economists conclude that the amouR&ID provided by private markets will be
lower than the socially optimal level. As suchesgtions emerge as to whether the returns to
R&D are sufficient to encourage eco-innovation.

There is an important role for policy in the sugpmrstifling of eco-innovation. Five themes
emerge from the papers reviewed. First, theeecigar portfolio of policy alternatives to
stimulate innovation or energy-related investmanluding taxes, subsidies, permits and
standards/regulations. Second, there is strorigage that regulatory policies can be very
effective. Third, policy may serve to create akeafor previously uncertain or ill-defined
environmental commodities. Fourth, current poliekers are frequently unable to muster the
political will to enact legislation that is pro-amnmental innovation. Fifth, heterogeneity
may be a desirable attribute in polkiyce many environmental issues are local or regional in
nature,and thus require local knowledge and solutions.

Across numerous studies there are five themes wkidnate with all economists as
challenges to eco-innovation: intellectual propeights, economies of scale, markets and
incentives, complex systems, and policy.



The greatest potential for propelling innovatiomssially found in market forces and incentives.
Uncertainty, externalities, and subsidies to comgejoods undoubtedly hinder the process, but
the motivation provided by potential profit is umégble. However, due to the spillovers
associated with eco-innovation and the public gowdare of these technologies, there is a role
for government intervention in order to spur anréase in environmental innovation. In this
context it is essential for policymakers to findalance: encouraging competition while
guaranteeing a large market for minimum economadesceducing uncertainty about future
resource prices while keeping alternatives opderiofy rights of exclusion to intellectual
property holders while not curtailing the abilitysequential innovators to build upon past
successes, promoting social goals while respeateudget pressures.



Innovating for an uncertain market:
A literature review of the constraints on environmetal innovation

This is the first in a series of three literatuegiews designed to summarize the state of
academic knowledge surrounding the economics af@mwental innovation. This first paper
concerns broad definitions of environmental innmrafor greenTech or eco-innovation), then
proceeds to identify and describe the obstaclesmstraints to its development. The subsequent
papers in this series consider the challengessgediination or diffusion of that technology, and
the constraints to financing.

Introduction

“Innovation involves attempts to deal with an exted and rapidly advancing scientific frontier,
fragmenting markets flung right across the globditigal uncertainties, regulatory instabilities,
and a set of competitors who are increasingly cgniiom unexpected directions(Tidd, 2006)

Innovation is an inherently challenging activitiy.is fraught with uncertainty:
uncertainty about the end-product of a researcbgssy uncertainty about the reception by the
market, uncertainty about the ability to approridite returns to research while competitors try
to produce similar results, and uncertainty abegulatory impacts on the research process and
end-result. While the remainder of this papereigaded to eco-innovation in particular, we
remind the reader that many of the challengesrtoviation in general are mirrored and
exaggerated for this field of eco-innovation. Geedews of the economics of innovation are
available (e.g. Freeman, 1994; Stoneman, 1995;rbagget al., 2005; Shavinina, 2006) and
many of the results are applicable here.

However, there are also many areas in which theaus of eco-innovation warrant
their own attention, separate from the challendgasrmvation in general. For example, many of
those uncertainties are greater for environmentavation than in any other field of innovation.
After all, the research problems are enormous. vBhgation by the marketplace is far from
certain, as frequently consumers do not have tba/lauge or tools to evaluate the
environmental impact of an innovation. Even wiiattknowledge of impact, consumers and
producers rarely have the ability to ‘value’ anyan environmental impact, as markets provide
little of the information needed to do so. Indemast activities related environmental processes
or products encounter externalities which by d&bniare not incorporated into any market’s
price without government intervention. In additiomcertainty surrounds the pricing of
competing as well as complementary goods. Furtherappropriability of returns is open to
guestion, as innovators wonder whether their rebeaill be subject to ‘public interest’
exclusions to patent law, and perhaps subjectrmpotsory licensing requirements. Finally, the
regulatory landscape is variegated and ever-chgnguch that an innovative environmentally-
clean process may have enormous value to produrcere location, and zero market value in a
nearby jurisdiction. Even worse, that situationyreasily reverse, or reduce to zero everywhere.
Given those uncertainties and the frequent preseineesormous fixed costs in the research and
development stage, it is a marvel that eco-innowaticcurs at all.

On the other hand, it is often uncertainty itse#ttstimulates innovation. In their
authoritative work, Jaffe et al. (2001) assert thatertainty about the future rate and direction of
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technological change is often the largest singlec®of differences among predictions in global
climate change modeling. It may be that fundamemeertainty which keeps innovators
searching for alternative (and frequently betteflisons to environmental challenges. As Tidd
(2006) notes, innovation most often takes pladdéncontext of rules which are clearly
understood, but at times the rules are altereddefine the conditions under which innovation
occurs. Sometimes this presents new opportunéresygument which Porter and van der Linde
(1995) champion. Ultimately, uncertainty and chaggegulations are factors that both enhance
and inhibit eco-innovation, providing policymakevih a critical and challenging role in the
process.

Policymakers may very well be conflicted about hmwch structure to provide for
innovators, if they truly thrive on some degreeain€ertainty. Unfortunately, economics can
offer no panacea, no single answer to this questfarbert (2004) offers a typology of
governments at different levels of science andrieldygy (ST) capacity in Table 1 below,
depending upon institutional capabilities, but alppropriate policy response undoubtedly differs
by industry, by technological problem, and evertiine period. We hope that this series of
papers will help to direct the reader to availdtsiewledge and resources, to make the search for
effective policy easier.

After clarifying our definition of eco-innovatian the section which follows, we proceed
to explore the literature’s investigation of fiigrsificant challenges facing eco-innovation:
intellectual property rights (e.g. patents), ecoresnof scale, markets and incentives, system
complexity and policy choices. We then offer s@suggestions concerning effective strategies
for stimulating eco- innovation, and conclude wpttlicy implications and directions for future
research.

Definition(s) of environmental technologies

There are several complementary definitions of mvnental technologies, with only
slightly different emphases. An early writer orsttefinition, Shrivastava (1995) defined
environmental technologies as

“production equipment, methods and procedures,ymtodiesigns, and product
delivery mechanisms that conserve energy and naasaurces, minimize
environmental load of human activities, and proteetnatural environment. They
include both hardware, such as pollution contraligipent, ecological
measurement instrumentation, and cleaner produtgiimologies. They also
include operating methods, such as waste manageraatices (materials
recycling, waste exchange), and conservation-ggtewiork arrangements (car
pooling, flextime), used to conserve and enhanter@a

Shrivastava considers five thematic approachesdosinnovation: design for disassembly (e.g.
production with an eye towards waste reductiorsinapler reusing and recycling),
manufacturing for the environment (e.g. innovatieaner technology using fewer inputs or
reducing emissions), total quality environmentahagement (i.e. adopting a total systems
approach to design and manufacturing), industdasgstems (i.e. creating inter-organizational



Table 1. Innovation Systems and Policy Agenda$éht) 2004)

Level of institutional
and human capital
capabilities

Strong Institutions
(litmus test: business R&D
dominate R&D budget)

Decision-making horizon: long-
terrr

Limited Institutional
Capabilities

(litmus test: large stock of
export-driven FDI exists yet
national innovation system is
virtually irrelevant for
business)

Decision-making horizon:
medium terr

Weak or fragile institutions
little state activist is
possible/desirable

(litmus test: investment
climate is poor and volatile)

Decision-making horizon:
shor-term surviva

Low ST capabilities

Technology adoption

Exports as a springboard
agenda:

Developing non-traditional
exports as entry point for
institutional and technology
development

development

Central America (with the
exception of Costa Rica)
Traditional urban and rural
economics in India and Chin

Korea in the 60’s
Mexico in the 70’s
Vietnam, Mauritius

Technology basics agenda:

Creation of demonstration
effect to show that innovation
does matter, in particular in
health, education, agriculture
and crafts.

Most of Sub-Saharan Africa

Most Central Asian states

Medium ST capabilities

Technology adoption

‘Turning Point’ Agenda: a need for transition from global
sourcing to proprietary technology

Increase in R&D Investments

Korea, Ireland in the 90’s
Malaysia
India (IT clusters)

Increase in business R&D
through recombination of
S&T capabilities

EU accession countries
Chile
China, Mexico, Brazil

Turkey, South Africa

Korea in the 70’s and 80’s

High ST capabilities

Technology creation

Innovation leaders agenda:

Development of proprietary
technology through promotion of]
innovation clusters

Korea, Singapore, Taiwan
Finland, Israel

‘Turning Point’ agenda:

Increase in business R&D
through recombination of
S&T capabilities

No country currently fits
Russia in the future?

‘Embedded autonomy’
agenda:

Creating a diversity of
autonomous business-led
innovation organizations
(Foundation Chile Agenda)

Argentina, Russia, Ukraine,
Belarus, Armenia

Chile in the 70's




linkages like waste exchanges or symbiotic firragy technology assessment (including
technology transfer to areas of greatest margmpaéct).

Alternatively, Rennings (1998) cites “Innovatiangacts of Environmental Policy
Instruments” (an inter-institutional study commassed by the German government) as defining
the term environmental innovation (short: eco-iratan) as “all measures of relevant
actors...which a) develop new ideas, behavior, prisdaicd processes, apply or introduce them
and b) which contribute to a reduction of environtaéburdens or to ecologically specified
sustainability targets”. Rennings suggests thabsand institutional innovations are
particularly important in this arena of innovatidout are neglected by neoclassical economics.
As such, he so calls for a combination of thougitih wvolutionary economics to develop new
theory for eco-innovation. He points out that iksue calls for a new theoretical effort by
economists due to a combination of factors: tHeirble externality (costs and benefits for those
who are not decision-makers in either the produotibenvironmentally-related goods, or in the
creation of the knowledge needed to change thalystmn in content or process), the
importance of the regulatory framework in this secand the importance of social/institutional
changes as part of the innovative activity. Ondtieer hand, Murphy and Gouldson (2000)
argue that organizational innovations usually donooe than facilitate the implementation of
process and product environmental innovations.oAtingly, they do not merit anything more
than equal consideration alongside more traditiforahs of technological change.

Finally, consider Bernauer et al. (2006) whichdatis OECD (1997b) in defining
environmental innovations as “all innovations thate a beneficial effect on the environment
regardless of whether this effect was the mainativje of the innovation, including process,
product, and organizational innovations”. They ®pouimarily on explanations of product and
process innovations, defining process innovati@isnigrovements in the production process
resulting in reduced environmental impacts. Beena& al. argue that the primary
environmental impact of many products stems froeirthse (e.g., emissions by vehicles) and
disposal (e.g., heavy metals in batteries) ratiem their production process, so product
innovations aim at reducing environmental impactsnd) a product’s entire life cycle.

Regardless of which of these definitions one cheds claim, the following sections are
equally useful in the identification and analysi€lallenges which face environmental
innovators.

The challenges of environmental innovation

This section reviews the literature on five themwbsch affect the development of eco-
innovations: intellectual property rights (e.gtgrds), economies of scale, markets and
incentives, system complexity and policy choicBach of these themes is discussed
individually in-depth and a variety of studies ardources are cited and may be referenced for
specific information. At an overview level, thelume by Kemp (1997) is dedicated to
explaining the literature’s models of environmertaovation and diffusion, then testing them
empirically with case studies. It is good readimganyone familiar with economics and
econometrics, explaining methods and results iistadical (as well as policy-relevant) fashion.
In particular, the cases use the same data in dimgpeaodel formats to highlight the differences
in results and interpretation.



a) Role of patents

One of the first themes that arises in most disonsssurrounding innovation is also one
of the most provocative and emotionally-chargedcwmphat of intellectual property, specifically
patents. As an innovator’s legal right to exclotleers from an activity, they present a double-
edged sword: without some guarantee of repaymeniéorisk and financial sacrifice of the
research process, little innovation will occur, tad great an exclusion right may hamper
follow-on innovation or may extract inappropriatédyge monopoly rents from the consumer.
This situation is exacerbated when the innovatsosuitable for or desperately needed by
developing nations and their impoverished citizeNsaturally, the decision about what
repayment for risk and investment is ‘appropriatgially depends upon whether you take the
perspective of the producer or the consumer.

Leading up to the 2009 Copenhagen Summit on Cli@atnge, the Copenhagen
Economics study (2009) examines the claim freqyentde by developing nations that strong
intellectual property rights on carbon abatemecittelogies hinder developing countries’
greenhouse gas abatement efforts. The study tiad$ntellectual property rights (IPRs) do not
constitute as significant a barrier as claimedesmwariety of technologies exist for reducing
emissions. Based on the cost-per-unit-of-carboisgon-reduction, IPR-protected technologies
are not necessarily more costly than unprotectedratives. The authors note that the expense
of some innovative carbon abatement technologerasstrom the immaturity of the technology
rather than patent protection. Moreover, the sfuts that while there is a small number of
emerging market economies which account for thergjof patents protected in the sample
(99.4%), there is a much larger number of low-ineamtions that protect very few patents
(0.6% of the total sample). Given that patengsvantually non-existent for these technologies
in most developing countries, it is difficult togale that IPR protection is a significant barrier to
technology transfer.

Further, Copenhagen (2009) presents some intggaformation about the IPR
ownership of environmental technologies. The stltyws that between 1998 and 2008, a
sizeable share of the IPRs for eco-innovationsnerging economies were owned by firms
within those economies themselves, rather tharrimgfin industrialized nations (see Figure 1
below). In their words,

“The patent count on the relevant technologiesoey by this study has indeed
increased rapidly. Globally, some 215,000 patpptieations were filed
worldwide over this period 1998-2008, including ®22,000 in developing
countries — out of which about 7,400 were actualiyned by developing country
residents. When the last four years of the peai@dcompared to the first four
years, the global patent count increased by 120¥d)ynearly 550% in
developing countries. Solar energy and fuel caépts account for 80% of the
count and for most of the growth as well, followsdwind energy as a distant
third.” (Copenhagen, 2009)

The Copenhagen study also demonstrates that nie siogntry has market dominance in any of
the technologies studied, where the largest matkates are held by China (38 percent of solar
energy patents) and Japan (28 percent of fuepagédints). The authors conclude that the price
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Figure 1. Share of Patent Protection in Develo@ogntries,
Owned by Firms in Emerging Economies
1998-2008 (Copenhagen, 2009)
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of carbon abatement technology is not driven umbyopoly power since significant
competition exists within and between eco-technpiogrkets.

Beyond the evidence that disproves the claimitiialiectual property rights constitute a
significant barrier for developing nations, there elearly documented reasons to encourage
strong patent law in particular. Levin et al. (I9& the landmark survey of U.S. firms on the
importance of IPRs, a study which launched dozeiits wake. The study finds that the value of
patents, and other forms of protection, variessgnmedustries and across innovations. Though
patents were important, secrecy, lead times, aarthileg curve advantages were all considered
more effective. The study also confirmed subsshimier-industry variation in the evaluation of
different appropriability mechanisms. This suggekat the impact of policy changes should be
assessed at the industry level. The authors hatddnger patent life would have little impact
on innovation in the airline industry, but the etfevould be a significant force for additional
innovation in the pharmaceutical industry. Beyamtlstry differences, the results confirm that
the value of patents differs across product andgs®innovations. Notably, for new processes,
patents were generally rated the least effectid@fppropriability mechanisms. This
distinction is important when one considers thdiution can be reduced through either end-of-
pipe treatments (e.g. pollution control productsjhoough changes in production processes.
Assuming no third party involvement in the modifioas, process changes are less likely to be
patented. This point is especially salient whemsadering whether changes in IP protection
would matter for environmental technologies.
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Most firms indicate that IPRs are essential toptwditability of commercial research, so
in its absence they simply will not commit reseaadd development (R&D) funding to the
market in question. That leaves policymakers witthoice of whether to perform the research
themselves as a public policy initiative (an optexplored below), or to develop patent law that
will carefully tread the line or sufficient returt risky research while protecting consumers and
encouraging subsequent research.

Gallini and Scotchmer (2001) describe this chakesgccinctly in the language of
economists. For economists, efficiency is achievbdn the deadweight loss of taxation is
minimized, meaning that the unintended distortimnisehavior are at their lowest.

“With intellectual property, projects are funded ofimonopoly profits.
Monopoly pricing is equivalent to taxing a singlanket, which is generally
thought to impose greater deadweight loss thabrbad-based taxation that
generates general revenue. Thus, to justify extalll property, there must be
some type of asymmetric information about the castsbenefits of research
programs.” (Gallini & Scotchmer, 2001)

Indeed, there usually is asymmetric informationwbiesearch programs, which is the entire
reason to bestow IPRs on firms in exchange foripubVelation of their research insights. Itis
this trade, of profits in return for informationhweh constitutes the heart of any IPR system. As
such, policymakers carefully tailor the many dimens of patents, and scholars analyze and
critique the efficiency and equity of existing ylias well as proposed changes.

The potential elements of an effective patentesydhave been explored in a large and
rich literature. As explained by Hopenhayn andchil (2001), a patent is defined by its
length, its breadth, and the fees associated teithrigination and renewal. Each of these
elements has been theoretically modeled, analyzé@w@aluated in numerous economic studies.
These include the works of Gilbert and Shapiro @9&allini (1992), Gallini and Scotchmer
(2001), Green and Scotchmer (1995), Klemperer (J, &btchmer (1996), Scotchmer (1999),
Yiannaka and Fulton (2001), and Yiannaka and FU2@03). Given that patent design is
essential to manipulating the incentives that dnwvevation, these papers are relevant to the
development and dissemination of environmentalvation, but they do not specifically address
the unique elements of eco-innovation that distisigit from other innovatian

In designing an optimal patent system to enfgooicymakers must pay particular
attention to technologies that build, one genenatiiothe next generation. Some fields of
innovation such as biotechnology, information scemnand technology, and environmental
technology face the challenge of sequential, orudative, innovation. As pointed out by Green
and Scotchmer (1995), the challenge of sequentiaiviation occurs when innovation happens in
separable stages, with the original innovation wgrgn pure science and having little
commercial value but relying on the follow-on stader the social values based on practical
applications. Scotchmer (1991) explores this conagoting the difficulty in rewarding early
innovators for the technological foundations theyealop, while also allowing for the reward of
subsequent innovators who improve and extend filgenat technology to new applications. In
Scotchmer (1996), she argues that patents areenesgary for the development of second-
generation products and that original innovatorsild@ollect a larger share of profit if second
generation products are not patentable. She tizaeshis problem is “particularly acute when
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the entire commercial value is contained in thdiaptions facilitated by the basic research, and
when the basic innovation has no commercial vatugsoown”, such as may easily be true for
environmental innovations. The first innovator nieye insufficient incentive to invest, leading
to a potentially large role for public researclbasic science.

Some of the concerns surrounding cumulative intioraaised by Scotchmer and Green
and Scotchmer are empirically examined in Cohe0%20 Specifically, focusing on the pro-
patent movement since 1980 in the US, Cohen exptbeeclaim that the growth of patenting in
upstream innovations may constrain critical follow+research. While the empirical basis for
these concerns is limited, he does find evidenaeghtenting stimulates innovation. Cohen
concludes that careful attention should be paiddoes of cumulative innovation as future data
become available.

In an empirical investigation of the issues suraing cumulative technologies, Cahoy
and Glenna (2009) collect evidence on patentingratdiofuels, to evaluate the concern that
IPRs are stifling sequential innovation. They ea# the evidence that thickets, or the tragedy
of the anti-commons, might occur, finding 231 bidfpatents spread among 72 owners.
Ownership is therefore markedly less concentrdiad genetically modified (GM) patents as a
whole (biofuels show 33% by the top three ownesy@posed to 85% by top three owners for
GM corn, 70% for non-corn GM). The authors suggfest private ordering, or the collaboration
between firms to reach goals of market value, pritbably occur as it has done in GM more
generally. Private contracts against the backgtaifmpublic enforcement are a key example.
Vertical consolidation, joint ventures, cross-lisgm, patent pooling, and standard setting are all
examples of the private ordering which could sahepotential anti-commons problem. They
believe that the a private solution will be mokely in case with a limited number of patents,
significant R&D barriers to entry, complementarfrastructure and technology, and long-term
market potential. In short, they conclude thatltkedihood of a private solution for biofuels is
extremely high.

Along this line of thought, it is important to @va distinction between the roles that
patents play in the pharmaceutical sector as caedparthe eco-innovation sector. While the
underlying principle is the same (to accord a leditlegree of market power, limited by both
time and the entrance of competitors, in returrtfierresearch and creative process as well as the
public sharing of information sufficient to replteathe innovation), Barton (2007) summarizes a
key difference particularly well. In the case obennovation, most fundamental technologies
have long ago been absorbed into popular techkinadledge, having been off-patent in many
cases for decades. Thus, current patents prinaobgct amendments or improvements to those
fundamentals, encouraging competition among alteanodels which serve the same general
purpose. Pharmaceutical compounds, on the otimel, laae usually the result of completely new
biochemical research, facing much higher reseawstsdo recover and fewer short-run
competitors in the IPR-protected marketplace. ummmary, while patents serve to encourage
innovators in both sectors, it would be extremétypdistic (and probably dangerously incorrect)
to make an argument about eco-innovation on this bdsonclusions made for pharmaceuticals.

Beyond the economic literature that explores tiygartance of patents in the innovative
process is the legal literature on patents. Whikereview is largely focused on the economics
of eco-innovation, it is important to recognize ttemplementary nature of the (unexplored, at
least here) legal literature.
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Mandel (2005) presents a very readable reviewm®fole of patent law in encouraging
eco-innovations in particular, discussing the gul; of alterations to patent law for
environmental technologies in particular. He cdass and dismisses the merits of two possible
changes: extended patent terms on eco-innovatmmst should alter incentives only
marginally) and accelerating patent prosecution¢iwvhlready exists on special terms in the US
and is rarely used). Instead, he suggests a pa@atd system in parallel with the current legal
framework, giving extra value to eco-innovations oluthe public purse, to align social value
with private market values. Naturally, this po#ies administrative challenge of valuing
innovations without market signals, but it posételirisk. The US already has a patent reward
system in place for atomic energy innovations (43.0. § 2181. 81, 42 U.S.C. § 2187).
Mandel considers and responds to four major csitis of patent rewards:

a) rewards fail to incentivize commercializatidou{ that could be a separate issue,

under government authority in this case)

b) rewards based on marginal costs do not compefwafixed costs (but in this case
we could calculate social value rather than maiginaate value)

c) rewards do not screen out invalid patents tieievaluative board could summarily
reject awards)

d) rewards are costly to administer (which mayrbe, but we have a template in
place. Costs are in payment and administratioth,shiould pale next to costs of
under-provision of eco-innovations, not to mentioat they can be offset against
other costs like environmental protection and ratiign costs).

In short, Mandel suggests that the current legstiesy is entirely compatible with supplementary
efforts to encourage specific types of innovatidimere need not be any special consideration of
eco-innovation within IP law, but encouragementlddake the form of public funding to
augment the incentives provided by market fordass tinimizing the opportunity for distortion
of private economic activity.

In the specific case of developing nations, Parklappoldt (2008) empirically analyze
the impact of strengthened IPRs in the developingdiwon local innovation and technology
transfer, and discover a positive relationshipathlzases. Strengthened IPRs are significantly
and positively associated with: developing coupttent applications and expenditure on R&D
as a share of GDP, inward FDI, merchandise impsetsjice imports and the inflow of high-tech
products. The study also includes case studi8saxil, Russia, India and China. Specifically
the case studies reinforce the finding that teagotransfer and FDI are among the most
important factors contributing to the developmefindigenous technological capacity. These
results are reinforced by the findings of Kanwd(2). Utilizing country-level data for 44
developing and developed countries, between 1982@80, Kanwar (2007) examines the
influence of intellectual property protection omavation per se. The study analyzes the
relationship between R&D investment (a proxy faramation) and an index of patent protection
(a proxy for IP protection). The study concludesttthe strength of intellectual property rights
exerts a strong, positive impact on innovation.

Given the importance of intellectual property rghd innovation, it is essential to learn
more about the differences that exist in IP regibetsveen developing and industrialized
nations. Kanwar and Evenson (2001, 2009) exari@elaim that the technology-haves
(developed nations) provide relatively strongepiBtection, while the technology-have-nots
(developing nations) opt for weaker protectioniliklhg cross-national data for 1981-2000, the
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studies find only weak support for this claim, ngtthat weak IP protection is more likely due to
the lack of financial resources and human captad, their inward-looking trade-orientation.

In conclusion, there is virtually unanimous corissanong economists that strong
intellectual property rights are an essential preiste to the development of environmental
technologies. The dissenting voices (e.g. Hutann2006) make the valid claim that patent law
increases the cost of technology acquisition bysaarers or intermediary producers, but do not
explain how technology arrives more cheaply by baomeans. Given that innovation is costly
and risky, there is quite simply no alternativéR&s proposed in the literature that will
adequately encourage eco-innovation. Given tHas [&e necessary, there are potential
alterations that we should consider to make IPR&wwre effectively for eco-innovation in
particular. Financial awards, or the clearer digion between primary research and cumulative
/ application research could both be avenues flicypoonsideration.

b) Role of economies of scale

For most innovative products and processes, otteeathallenges is how to scale up
production in order to lower costs. In other wom®st innovations are subject to economies of
scale (or increasing returns to scale), in whighébr levels of output are associated with lower
per-unit costs. Eco-innovations are no exceptma, evidence of this output-cost relationship is
documented universally (see for example Cowan 188Wan and Gunby 1996; Cowan and
Hulten, 1996; Cowan and Kline, 1996; Islas 1997mike1997). For example, Kemp (1997)
reviews the case of CFCs and the shift by DuPolgs® destructive HCFCs. DuPont estimated
the cost of retooling production at roughly $1.2%dm, for a more expensive product at a higher
‘minimum economic size’. While producing 2.5 kibois of CFC-11 costs $10 per ton, the costs
of HCFC only reach $10 per ton if 25 kilotons arequced. Even at production of 5 kilotons,
costs of HCFC are just under $25 per ton, five sttt of CFC-11.

The same is true for learning curves, which is lagotvay of relating scale of production
to costs, over time as opposed to simultaneousiydence on the ability to lower costs for eco-
innovation as more units are produced can be fauddskow and Rozanski (1979),
Zimmerman (1982), Sharp and Price (1990), LestédacCabe (1993), Nakicenovic (1996),
Neij (1997), Grubler and Messner (1999), and Gniiglal. (1999).

Friedman (2006) quotes General Electric's CEO dgffmmelt as noting ‘the big energy
players are not going to make a multibillion-dalfarty-year bet on a fifteen-minute market
signal’. In short, they need a promise of a loaigrt market for whatever they develop. To
illustrate, he cites the case study of First S@arQhio company which produces exclusively in
Germany because they guaranteed the buy-backgirgm@ar energy from consumers for 20
years after installation.

The prevalence of economics of scale and sigmifitarning curves may also be linked
to another characteristic of successful eco-innoudirms, specifically firm size and resources.
Baylis et al. (1998b) and Clayton et al. (1999)uarthat environmental activities go along with a
higher amount of financial and human resourceschvis why larger firms have better
opportunities and abilities to reduce environmeimgdacts. Several empirical studies show that,
by and large, firm size has a positive influencesomironmental innovation (e.g., Cleff and
Rennings, 1999; Rehfeld et al., 2006; Arimura gt24107).
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In a similar vein, Berrone et al. (2007) propodex firms with more available resources,
or organizational slack, have a better ability\waleate outside influences and to adapt to
internal pressures. They use an unbalanced p&B8éDdirms drawn from the 20 most polluting
industries, firms listed in CompuStat 1997-2001 famds listing more than 40 patents in
USPTO. Utilizing regression analysis, they findtttarger, more R&D-intensive, capital-
intensive, EPA-litigated firms have more eco-innowmas. Interestingly, Cainelli et al. (2007)
use an ltalian census of 773 firms 1993-95 tottesbpposite causality, namely the impact of
eco-innovation strategies on employment, turnowerlabor productivity. They find a negative
relationship on employment and turnover, with rgn8icant effect on productivity.

Friedman (2006) argues that the US role in ecoyation development is to provide the
upfront investment, just as it did for PCs, DVOR®ods. Then the global community can draw on
India’s low service costs and China’s low manufaoty costs to produce at a scale and price
that will make it accessible to all. Without massinvestment in the development phase, we’ll
simply chip away at a large problem with a smatdlto

Clearly there are several effects at play, effattech change over time. Teece (1998)
points out that “with increasing returns, that whis ahead tends to stay ahead... mechanisms of
positive feedback reinforce the winners and chgkethe losers.” On the other hand, global
markets have become increasingly liberalized, stictions on knowledge transfers have
evaporated. Given this, firms are no longer ablearn extra-normal returns by capitalizing on
trade restrictions. While lower transportation sdstve facilitated large scale production,
competition has increased and information abouketaypportunities diffuses virtually
instantaneously. Paradoxically, this might mea dompetition keeps individual innovators
from profiting much from their work, because conmpet forces slow any one firm from
reaching sufficient scale to achieve minimum ecocasize.

The challenge of achieving this efficient scale egdlicing per-unit production costs is
critical to the success of most innovative prodacid processes. Economic evidence indicates
that successful firms are those that more quic&hieve economies of scale and quickly move
along technological learning curves. Though naanie, larger firms with more resources
seem better poised to exploit the output-costiceiahip.

c) Role of markets and incentives

Innovation is the response of market-based firmmadit potential and other market-
based incentives. The evidence is overwhelminthisnpoint (see Mansfield et al, 1977;
Mowery and Rosenberg, 1979 for early evidence lmititerature sprawls outward from there).
Within the immense body of work on incentives amaoivation, there is a branch of literature
dedicated to the empirical testing of ‘induced waion’, or the suggestion that higher prices
lead consumers to search for alternatives, at ety in the form of new products and
processes.

Kemp and Soete (2000) point out that there arerakfgetors auguring against
environmental innovation. On the supply side, tedhgical opportunity and appropriability
affect this field of innovation in a fashion simil@ other fields of innovation. The greater the
ease of development and extent to which the inmowaitl profit from the innovation and
appropriate the benefits will both facilitate emvimental innovation. On the demand side,
innovation faces much higher hurdles here. Ringtie are problems related to knowledge and
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information, including who is responsible for costad how to price damage. Second, there is
uncertainty about actual costs, consumer valuespalicy platforms now and in the future.
Third, many eco-innovations are process in natureaim to market to the end consumer
without necessarily lowering costs, making thentrange commodity. In addition, the market is
complicated by competing technologies (e.g.: fdssls) subject to negative externalities in
which the user does not bear the full cost of iedg Further, the public goods nature of
environmental technology prevents the user (andntih@vator) from fully capturing the benefits
of the innovation.

Popp (2006) examines government subsidies for iatav in the context of addressing
the two market failures that characterize greehrtelogy. The first is the public goods nature
of knowledge, which leads to knowledge spilloveris is where policies such as intellectual
property rights protection and R&D subsidies playraportant role. Popp finds that while
R&D subsidies do lead to increases in climate-fiigiiR&D, they address only the public good
problem. Notably, this market failure charactesiadl forms of innovation. The second market
failure, environmental externalities, is uniquesttvironmental innovation. The market does not
reward, or allow for complete appropriation of thenefits of, innovations that increase costs but
reduce pollution. Since the environmental extetyaroblem is not addressed, there are no
additional incentives to adopt the new technolagiesthis case, environmental regulation
provides the incentives for innovation. As suabljqes that directly impact the environmental
externality result in greater gains in terms ofbatmospheric temperature and economic
welfare. This illustrates the importance of pugtenvironmental policy in place as a first step,
and also demonstrates that expectations abouefptilicy are a key component of the
uncertainty surrounding eco-innovation.

In a similar vein, Arrow et al.(2004) refer to tereeasons that natural resources may be
underpriced: unclear property rights, externaliied government subsidies. They refer to the
1992 World Development Report by the World Bankakshowed that in 29 of 32 LDCs
surveyed, subsidies had caused the price of aliéginivater and fossil fuels to fall below cost
(not even including externality costs). The simiylaeport that the International Energy Agency
(1999) “has estimated that in India, China andRhssian Federation, full-cost pricing would
reduce energy consumption by 7, 9 and 16 peraespectively... where most of the departure
from social cost pricing is attributed to energhsidies”.

Nevertheless, there is a strong literature thaisfia statistical linkage between energy
prices and the development of environmental teadgywl Newell et al.(1999) tested the effect
of energy prices on innovation in home applianegsle controlling for regulatory effects.

Popp (2002) is a seminal piece linking environmigntalated innovations in industrial energy-
using equipment to energy prices, controlling fag supply of available knowledge. Perhaps the
most striking of Popp’s findings is the speed atolhnnovation responds to incentives. For
example, Figure 2 below demonstrates how energyntdogy patenting responds to changes in
energy prices.
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Figure 2. Induced innovation and Energy Pricep(P2002)
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In another paper, Popp (2005) describes the keptassfrom empirical studies on policy
and environmentally-friendly innovation. He enuates the lessons as follows: innovation
responds quickly to incentives; innovation in aggiviield experiences diminishing returns over
time; the social returns to environmental researehhigh; and the type of policy used affects the
nature of new innovations. These results holdssciedustries and time. As evidence, consider
the evidence in the automotive industry.

A host of studies of the automotive industry (Odutal Griliches, 1976; Goodman, 1983;
Atkinson and Halvorsen, 1984; Wilcox, 1984; Greeti90; Pakes 1993; Berry et al., 1996;
Goldberg, 1999; Crabb and Johnson, 2010) have feumithr results of both prices and
regulation affecting fuel efficiency. The resui® case-sensitive, and method-dependent, but
all show separate effects of both factors. Mo that much of the improvement over time was
autonomous or exogenous, with very strong effechoth price and policy. For example, Crabb
and Johnson (2010) describe policy as a ratch&gdp the impacts of price on innovation from
backsliding during periods of lower energy pric@$ey calculate that a $5 per barrel increase in
the price of crude oil (roughly 12 cents a gallondas at the pump) translates into a 4% increase
in granted patents dealing with energy-efficiencyaiutomobiles (36 per year in the US).

On the other hand, Jaffe et al.(2001) point out itha more difficult to test induced
innovation in eco-innovation because the pricedraguently not explicit, but rather shadow
prices felt differentially by each industry. Thiegiefly review the large literature on the impact
of environmental regulation on productivity, a feésvhich is clearly case-specific. Nordhaus
(2000) calibrates his DICE model of the economicslimate change, and finds that induced
innovation has very little effect on emissions.isTiB largely due to the nature of his model
which features a fixed factor production functidmugh partially due to the fact that new
innovation completely crowds out innovation in ateectors. Nordhaus’ paper is the most
extreme negative result in the induced innovatiemndture.Bernauer et al. (2006) further
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recommends nine studies on markets for green ptedstadies which are not reviewed here, but
which clearly show case-specific results.

There is a strong theme in the literature encoagagolicymakers to help to create
markets for eco-innovation, although some minoaglisements on how that should be done.
Cahoy and Glenna (2009) encourage the use of taeeCtheorem, to enable private solutions to
pursue eco-innovation. They suggest encouragiiognration dissemination as early and fully
as possible, to avoid duplicative research andawimize collaborative potential. Regulation
probably will not accomplish this, so they encoar&egeral incentives (e.g. in alternative energy
via agriculture) to be tied to information disclosu The suggestion parallels the disclosure in
the pharmaceutical industry via the Orange Bo@&kl to incentives under the Hatch-Waxman
Act.

Beyond federal incentives, there is a large liteabn the role of federal regulations.
Porter and van der Linde (1995) recommend strogglagon, which will itself create new
markets for environmental technology. Their agtigpfovoked a deluge of commentary and
exploration into the conditions under which inceszhsegulation could or could not stimulate
greater profits (e.g. Jaffe et al., 1995; Palmext.etL995; Gabel and Sinclair-Desgagne, 1998;
Bonato and Schmutzler, 2000; Schmutzler, 2001; M@002; Roediger-Schluga, 2004). While
possible, the mathematical conditions are unlikelit,could indeed easily divert research
activity to a more desirable end-goal in eco-inrmracompared to their current goals elsewhere
in industry. For example, Bonato and SchumutZ800) build a theoretical model to test the
Porter hypothesis and find that it holds only unfdaty strict mathematical (although
theoretically possible) conditions. Environmemggulation might lead to cost-saving
innovation if a) the fixed costs of innovation &eer than compliance plus production, or b)
spillover effects make innovation strategicallyaalldea for the firm but a good idea for society,
or c) regulation helps to fix incentive problemsvieen managers and owners, or d) regulation
helps to clear information flow. However, the cdiapce costs must be low and there must be
initial underinvestment for the arguments to haldimathematical model.

Desrochers (2008) places the Porter hypothesisnititle larger framework of a literature
on the incentive to create by-products for profit of industrial waste. He argues that the profit
motive generates the activity, not regulation. Ragon might simply help to set the property
rights in place for a new market to develop mor&lga The three variants of the Porter
Hypothesis presented in Jaffe and Palmer (1997¢rapgrically tested in Lanoie et al. (2007).

* Weak version: environmental innovations will bienstiated by environmental
regulation.
* Narrow version: flexible environmental policy rews give firms greater incentive to
innovate than prescriptive regulations.
» Strong version: properly designed regulation malyge cost-saving innovation that
more than compensates for the cost of compliance.
The authors find qualified to strong support focleavith data from 4200 facilities across seven
OECD nations. The greatest support emerges fovéad variant. Most significantly,
environmental policy induces innovation (as proXsydR&D expenditures).

Additional evidence comes from Costantini and Cré3p07) who test the hypothesis
that stronger environmental regulation createsmapewative advantage in those nations in the
production of eco-innovation. They posit that fha@lution haven’ hypothesis is the opposite,
where low regulation areas become low cost produaieall goods (but what about comparative
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advantage?). Using a 1996-2004 sample of 20 OE@Dreéng nations and their trade flows

with 148 importing nations, they use a gravity madegmented with environmental policy
variables to test the impact of regulation on trkoes in goods related to energy and energy
savings alone. Environmental policy is proxieddy2 emissions, current environmental
protection expenditures both of the public andptieate sectors, the percentage of revenues
from environmental taxes on total revenues, andiputyestments on environmental protection.
Innovation is alternatively measured as the nunolbpatents in the energy sector, the number of
total patents from residents, or the percentages#arch and development expenditures. The
model general results show the expected signsigniisance.

Cahoy and Glenna (2009) consider the impact ofrtiperfectly competitive
agribusiness industry, and the consolidation ofkeigoower there in a few firms. The danger is
that the horizontal integration is ‘necessary’ éoopnomies of scale, but reduces competition and
limits the gains flowing back to the small-scaleguwcer. The same may occur in eco-
innovation, particularly since there are efficieradvantages to local production (rather than
shipping biomass to a central facility for energyeersion, thereby losing the energy content
advantage over traditional fuels). In short, thgapolistic nature of the distribution or even
production system must be taken into account whemihg policy.

There is also a theme in the literature questmpmhether the returns to R&D are
sufficient to encourage eco-innovation. Since Kieolge has positive spillovers (benefits to
those who bore none of the cost of acquisitiom)nemists usually conclude that the amount of
R&D provided by private markets will be lower thidoe socially optimal level. That is, if we all
paid what research is truly worth to us, more wdaddorovided by the firms involved.

Evidence is provided in the literature surroundtadl (1996) and Jones and Williams (1998).
However, Goolsbee (1998) provides a convincing tenangument, namely that although the
social return to R&D is higher than the privateurat thus warranting public investment, the
supply of researchers is inelastic so an increapalblic funding often serves as a return to
human capital investment rather than as a spumtovation. In fact, public funding may crowd
out private investment.

Friedman (2006) suggests that there are two kihdmovation, namely the big
laboratory moments and the smaller adaptation mtsnérhe US focuses on the first,
neglecting the crucial role of the second. Thesdds enhanced by quicker and more
widespread diffusion, along with regulatory inceas to adopt at large scale. He argues that
one role of government should be to fund basicarese since from 100 lines of inquiry only
one might merit commercialization. That one mightcommercialized by venture capital, but
initial funding has to be done using basic scienithout a profit motive.

Unfortunately, it is unclear that markets for espevations will develop on their own.
Roberts (1996) shows that demographics explaissdeslogically-conscious consumer
behavior now than it did in the past. Insteads @n attitudinal emphasis that matters, with the
belief in environmental impact of individual behawvexplaining most effectively whether
consumers buy eco-innovative products or not. ugtran and Roberts (1999) confirms that
result with college students. This opacity makexiremely difficult for potential innovators to
gauge the size, depth or even location of theiemiod! market before they engage in costly
product research.

Finally, it is unclear that eco-innovation is baoef to a firm. As noted earlier, Cainelli
et al. (2007) use an Italian census of 773 firm&3195 to carefully estimate the impact of eco-

20



innovation strategies on employment, turnover aai productivity. They find a negative
relationship on employment and turnover, with rgngicant effect on productivity. Mazzanti et
al.(2008) use the same firms to confirm a negdinkebetween environmental motivations and
growth in employment. Mazzanti et al.(2009) folkowp using a larger sample of 61,219 Italian
manufacturing firms 2000-2004, with results showantgade-off of lower environmentally
efficiency in the recent past which allows slighfégter growth in the short and medium term,
although there are some possibly complicated neaitities in that relationship involving policy
types. Bernauer et al. (2006) further recommemuks studies on markets for green products,
studies which are not reviewed here, but whichrbteshow case-specific results.

A great deal of clarifying empirical work couldlsbe done here. There is a small
literature (following Pakes, 1985) which attempmtdink patent grants with stock market
valuation, but we are unaware of any work spetifieco-innovation. Similarly, there is work to
evaluate the characteristics of patents which dmutt to their value at auction (e.g. Sneed and
Johnson 2009), but nothing specific to environmigetzhnologies.

In sum, the greatest potential for propelling maiion is frequently found in market
forces and incentives. Uncertainty, externalitéex] subsidies to competing goods undoubtedly
hinder the process, but the motivation provideghbtential profit is undeniable. Economic
studies show that the innovative process may barerdu (or inhibited) by appropriate
government incentives or regulations. Given thkosers associated with eco-innovation and
the public goods nature of these technologiesetisea role for government intervention in order
to spur an increase in environmental innovation.

d) Role of system complexity

System complexity is a serious problem for anyqyolo consider. Not only is the
modeling of the economic-environmental system cempbut each policy decision has both
direct and indirect impacts on multiple sectorshef economy. As a simple example, Goolsbee
(1998) and Jaffe et al. (2001) raise the questidheoelasticity of supply of R&D inputs, so that
if innovation is pursued actively in environmerdatas, there may be a deterioration of
innovation in other fields.

Models of the economic-environmental system abpand none are simple. The
Dynamic Integrated model of Climate and the EcondDiZE; Nordhaus 1994), arguably the
first and simplest of the models, includes 74 \@dgs, most of which vary over time and with
the state of the model's development, and 32 egusitimany of which dynamically fix the
relationships between constraints and objecti¥egensions of the DICE model (e.g. in
Nordhaus and Boyer 2000) run to 36 pages of appesadiutlining the programming of the
constraints and functions. Further extensiongterratives, each excelling in one particular
nuance of theory or another, can be found in atsyrecof sources (Nordhaus and Boyer, 2000;
Buonanno et al., 2003; Gerlagh and van der Zw&203;2Bosetti et al. , 2006a and 2006b). As
a result, it would be futile here to try to sumraarthe results. Instead, we merely point the
reader to those sources for advanced mathematadelsito evaluate most policy
considerations.

Cahoy and Glenna (2009) consider the impact ofrtiperfectly competitive
agribusiness industry, and the consolidation ofkeigoower there in a few firms. The danger is
that the horizontal integration is ‘necessary’ éobpnomies of scale, but reduces competition and
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limits the gains flowing back to the small-scalegucer. The same may occur in eco-
innovation, particularly since there are efficiermdvantages to local production (rather than
shipping biomass to a central facility for energyeersion, thereby losing the energy content
advantage over traditional fuels). In short, thgapolistic nature of the distribution or even
production system must be taken into account whemihg policy.

Karl et al.(2005) examine thirteen case studiescofinnovation in Italy, and find that
the challenges vary considerably by sector. licades, they point to the underlying challenge of
coordination/cooperation between firms, as inn@rainvariably means spillovers to other
agents. They find very positive effects attriblgato intermediary organizations, to the degree
of trust between agents, and to specific policdtives that facilitated cooperation and
information exchange.

Uncertainty, as outlined in the introduction, clga&ontributes to the complexity of the
situation. Tidd (2006) points out that technolagjidiscontinuity leads to extremely challenging
problems that emerge in a complex system. Inneeand production players, as well as
regulators and government agencies, may be fadgldawiew environment or uncertainty
stemming from the extent of system complexity. @hrashekar and Basvarajappa (2001)
propose that creating a network of working relatiups, comprised of industry, academia and
government entities, across industries with kefinetogical inputs is one of the greatest
challenges to technology policy. However, theyertbiat creating networks in different key
industries with technology inputs may accelerageptfocess of change in these industries
through organizational, institutional and persae#tionships that ameliorate the risk and
disruption associated with technological change.

Interestingly, less developed nations may havadsantage in eco-innovation where
their systems are less developed. Larson (20Gilyzss fuel cell technology, suggesting that it
may be adopted in less developed nations beforel@j@®d nations, since the need is greater in
the absence of a well-developed power distribugioa. In the absence of an existing reliable
power infrastructure, fuel cells could follow thatlp of cell phones, leapfrogging the challenges
of fixed distribution lines and moving ahead toemehtralized model. As the least capital-
intensive system (compared to stringing transmisbies from a central generation plant to
remote areas), it may very well win based purelyoover upfront costs.

Along similar lines, less developed nations map dlave the advantage of less techno-
economic certainty, resulting in less resistanaeetw complex eco-innovative systems, since
they have fewer effective institutionalized systasagently in place for energy provision,
manufacturing, waste disposal and other environatigrdensitive sectors. Craig et al. (2006)
look at survey responses from 278 Australian faroilned businesses, and find that higher
techno-economic uncertainty and better informatiows both work in favor of innovation.

e) Role of policy

The literature is unanimous in asserting thatgyatiearly has a tremendous role to play
in the support (or stifling) of eco-innovation. eBs (2007) is a good review of the literature on
the impact of regulation on environmental protettiout also on competitiveness and innovation
and capital movements. There are several key themmen which virtually all economists agree.

First, there is a clear portfolio of policy altatives to stimulate innovation or energy-
related investment including taxes, subsidies, fgsramd standards/regulations. Unfortunately,
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Requate (1998) shows that comparing taxes and Eedepends critically on the parameters, so
the social preference on policy should be situasipecific. Montero (2000) finds that standards
and taxes yield higher incentives for R&D in a Gumtrenvironment (where firms compete
based on quantity), but yield the worst resulta Bertrand market (where firms compete based
on price). Parry (1998) presents model simulatgiwsving that the welfare gain of policies
encouraging innovation may be limited, dependinghentype of spillover externalities. In
short, economists agree that the details of thieypolatter more than the overall degree or intent
of the policy (Kemp 1997; Cleff and Rennings, 198@mmelskamp, 1999; Klemmer et al.,
1999; Jaenicke et al., 2000; Frondel et al., 208#g et al., 2004; Jacob et al., 2005; Johnstone
et al., 2005; Johnstone et al., 2007; Johnstonsgisland Popp (2008); Bernauer et al., 2006;
Rehfeld et al., 2006).

Second, there is strong evidence that regulatdigipe can be very effective. For
example, Popp (2001, 2003) empirically shows tegtilations requiring plants to install 5O
scrubbers created an incentive for eco-innovatigtinctly different from the pre-regulation
period. While patenting rates fell, the naturénofovation was shifted to pollution-limiting
goals from other private cost-reducing goals. Blehét al. (2006) analyze firm-level data in the
EU to show that the certification of environmentalnagement systems has a significantly
positive effect on environmental product innovasiodaffe and Palmer (1997) find a less
inspirational result, namely that lagged environtabcompliance expenditures have a
significant positive effect on R&D expenditurest bhey do not find that successful patent
applications are related to compliance costs. deret al. (2007) confirm unsurprisingly that in
the U.S., firms with a history of more litigatiory the Environmental Protection Agency have
more eco-innovations, holding other factors eqWabrk by a host of others (e.g. Bonifant et al.,
1995; Shrivastava, 1995; Hemmelskamp, 1999; Klenehal., 1999; Jaenicke et al., 2000;
Brunnermeier and Cohen, 2003; Jacob et al., 2@0#1slone et al., 2005; Johnstone et al., 2007,
and Johnstone, Hascic and Popp, 2008) all docuthemmpirical effects of environmental
regulation. However, the costs are substantiminBermeier and Cohen (2003) conclude that
firms spend $170-185 billion per year complyinghwéinvironmental regulations, up 50% from
1990.

Arimura et al. (2007) use 4200 firm-level observas across the OECD to study the
propensity for firms to do environmentally-relatR&D. In a simple Tobit estimation, they find
that subjective perception of the stringency ofiemmental regulation is a strong predictor of
environmentally-related R&D. Firms with an envine@ntal accounting system, or access to
technical assistance programs, are likewise mkety/lto do more R&D. There is also a strong
nation-specific, and perhaps cultural, effecta lsimilar study drawing on the same data, Lanoie
et al. (2007) find that environmental policy indaéenovation.

A worthwhile and readable account of this sengitite location and culture is presented
by Calef and Goble (2005) as they compare the pelhcouragement during the 1990s of
electric vehicle diffusion by California and Francehey argue that California’s stringent
regulation spurred the development of innovativiertdyand fuel cell vehicles more effectively
than the French approach, calling it “technologsgifing”. On the other hand, there is mixed
evidence about the impact of regulatory policy otomobile fuel efficiency standards (see
Crabb and Johnson, 2010 for a recent review ardeaue).

In a larger empirical study on the impact of regjola Cleff and Rennings (1999) used
the Mannheim Innovation Panel survey of 2264 corgsawith follow-up for 929 eco-
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innovative firms in the survey. The data are suynmarized, but generally show that a
combination of regulation and public image drove iiajority of innovations, rather than stated
green goals. These data would be very interetbiagalyze again with a more rigorous model
and statistical toolkit.

Ulph (1998) correctly concludes that increasefienstringency of a regulatory standard
has two competing effects, “a direct effect of @asing costs, which increases the incentives to
invest in R&D in order to develop cost-saving pttn abatement methods; and an indirect
effect of reducing product output, which reducesititentive to engage in R&D”. Others, like
Carraro and Siniscalco (1994), show that innovasigibsidies could be used instead of pollution
abatement taxes, achieving the same goal witheubakput drag of a tax or regulation.

However, the evidence on the effectiveness of firmpolicy measures (taxes and
subsidies) is ambiguous at best, and negative inyroases. Kemp (1997) argues that they have
been largely ineffective, a result largely upheydliie literature review of Hall and van Reenen
(2000). Carraro and Soubeyran (1996) found an Ré&bsidy preferable to an emissions tax
only if the output contractions induced by the &a& small or if the government finds output
contractions desirable for other reasons. Katsogland Xepapadeas (1996) confirmed that a
simultaneous tax on pollution emissions and subsidgnvironmental R&D may work best of all
in overcoming the joint market failure (negativeezrality from pollution and positive
externality or spillover effects of R&D). Gouldand Mathai (1994) and Jaffe et al. (2001) note
that in many cases, in the presence of eco-innavatibsidies, the optimal rate of pollution
taxes will be lower, even though the desired l@felbatement is higher, resulting in a worse
government budget situation.

Johnstone, et.al. (2007) and Johnstone, Hasci®apg (2008) study the impact of
environmental policies on renewable energy tectgyoising panel data from 26 countries from 1978 to
2003. The study finds that public policy has andigant impact on the development of new
technologies. Utilizing a composite policy varialfincluding production tax credits, mandatory
production quotas, differentiated tariff systemd &madable certificates) the authors find thatgbkcy
instruments are statistically significant for alhewable energy sources. Notably, the study folaid
only tax incentives have wide influence on renewadsiergy innovation.

Tradeable permits markets for pollution have alnoosversal support from economists,
as they encourage the efficient distribution oftedm a regulatory measure. By requiring and
enforcing a maximum aggregate amount of pollutsunth markets ensure that standards are
upheld. By encouraging firms to trade permits, ket distribute benefits to firms capable of
low-cost reductions in emissions, thus encourathegaggregate reduction of pollution in a
least-cost manner. Laffont and Tirole (1996) eéila theoretical model to reorganize tradable
permits markets with an attached futures markehtturage eco-innovation for the next
generation of standards. In a related proposasen (2003) suggests an “Environmental
Competition Statute” to authorize those who achieweemissions to collect the cost of
achieving low emissions plus a premium from contpegiwith higher emissions.

Third, policy may serve to create a market fovpresly uncertain or ill-defined
environmental commodities. Porter and van der €i(i®95) presented this forcefully as the
assertion that environmental regulation can be dooohdustry by pointing out, or even forcing,
unseen opportunities, and Desrochers (2008) restads part of a larger literature on the
incentive to create by-products out of industriakte. Ricci (2004) builds a model in which
environmental regulation can improve productivitylaconomic growth, i.e. supporting the
Porter hypothesis via increased productivity olitsp better education, economies of scale in
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abatement, expectations of a better environmerdwraging greater household savings and
therefore cheaper investment, and stimulated de&ID because it is a clean activity.

Bonato and Schumutzler (2000) build a theoreticadleh and find that the Porter
hypothesis holds only under fairly strict matherat{although theoretically possible)
conditions. Environmental regulation might leadttst-saving innovation if a) the fixed costs
of innovation are lower than compliance plus prditun; or b) spillover effects make innovation
strategically a bad idea for the firm but a gooehidor society, or ¢) regulation helps to fix
incentive problems between managers and ownedy,regulation helps to clear information
flow. However, the compliance costs must be lod #rere must be initial underinvestment for
the arguments to hold in a mathematical model.

Jaffe et al. (2001) summarizes five ways in whiegulation may focus the ability of
markets to create profit from environmental consethey focus attention on the issue, they
create information useful in developing solutiath&y reduce uncertainty, they create first-
mover advantages if other regions follow in regolatand they create pressure to overcome
inertia by polluters. The empirical evidence istbn each side of this hypothesis.

Fourth, current policymakers are frequently unablsuster the political will to enact
legislation that is pro-environmental innovatiofrow et al. (2004) point to government
subsidies as one of the three most important thteatco-innovation. They refer to the 1992
World Development Report by the World Bank whiclwskd that in 29 of 32 LDCs surveyed,
subsidies had caused the price of electricity, mete fossil fuels to fall below cost (not even
including externality costs). They similarly reptirat the International Energy Agency (1999)
“has estimated that in India, China and the Russe&eration, full-cost pricing would reduce
energy consumption by 7, 9 and 16 percent, resgdgti. where most of the departure from
social cost pricing is attributed to energy sulestli Friedman (2006) argues that China has one
political advantage over the US, that it can madeigions against special interests and all
bureaucratic obstacles or worries about voter laatkbnd simply order a change. If the US
could do that for one day, to institute responsiblgulations, standards, education, infrastructure
and prices, he argues, then our system would maketisat they are enforced via legal action if
necessary.

Fifth, heterogeneity may be a desirable attrilbujegolicy. Adler (2001) advocates
“competitive federalism as a promising alternativeigid, inefficient national regulation and
regimentation”. He asserts that many environmessaies are local or regional in nature, so
require local knowledge and solutions. He advacateational policy of “ecological
forbearance”, where states would petition the E®AMaivers of particular requirements in
order to pursue state-level innovation and expertaten. Rather than rely on a patchwork
system of prescriptive policies which may slow ivation and impose non-trivial costs, a new
system might encourage (or at least permit) statdgviate from the national norm in pursuit of
better solutions. Kemp (1997) even goes so féo asgue that uncertainty about regulation may
spur innovation, and in fact simultaneous innovatiad regulation discussions may offer the
best path. While both are fairly dramatic posisidor mainstream economists to espouse, most
would indeed agree that a variety of approachesss, in order to encourage the widest
possible base of knowledge to tackle problems comtoas all. The comprehensive survey of
alternative energy technologies by Hoffert et 2002) concludes that a portfolio approach for
simultaneous development is the only realistidsgyfor success.
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Strategies for effective innovation

There are several key lessons in this literateveew for the effective policymaker. First,
economics has effective tools, many of them highithematical and difficult to summarize,
that permit policymakers to simulate policy choieesl their effects on the environment and
related innovation. None are perfect, nor do theyend to be. However, they all work from a
common set of assumptions that empirical studigs peoven to be reasonable. Naturally, the
future is unpredictable and innovation is doublyogats creative nature. There are economic
models freely available to offer best estimates, &wa impartially recommend comparison
between them. In fact, a direct comparison ofrthedictions would be a valuable contribution
to the literature. For alternative models, seefkKam (1997), Messner (1997), Goulder and
Schneider (1999), Goulder and Mathai (2000), VanZaeaan et al. (2002), Buonnano et al.
(2003), Bosetti et al. (20064, b), Popp (2004, 2)0&eeping in mind that results are often
sensitive not only to the underlying parameters tbspecifications of the functions in the
model (see Soderholm and Sundqvist, 2007 on tigdifyaof modeling results based on
alternative specifications of a learning functigmgrallel analyses are warranted.

Second, we have pointed to five themes which r&gonith all economists as challenges
to eco-innovation: intellectual property rightspaomies of scale, markets and incentives,
complex systems, and policy. Economists are Migtwsanimous in pointing to intellectual
property rights as an essential precondition, ragrestraint to innovation, but there are some
suggestions in the literature about ways in whiehéxisting system could be improved for the
stimulation of eco-innovation specifically. Econiesiof scale are undeniably important, raising
the question of how to present a sufficiently sizeatket to drive costs per unit down to levels
permitting widespread access. The market hasaa & to play, but when the systemic effects
are complex and uncertainty is high, the role diggdoecomes disproportionate.

Aubert (2004) identifies a number of features tiradracterize successful innovation in
less developed nations in particular: motivatedwviddals or groups, assistance from foreign
partners in financing or market networks, suppanflocal politicians to overcome
administrative barriers, and concentration in ddefined locality or industry. Market forces
will shape some of these factors, but there i®aralole for effective policymaking in order to
foster these conditions and facilitate environmientzovation in the nations that most require,
and perhaps can least afford, these technologies.

Conclusions and policy implications

The challenge to policymakers is one of balare@couraging competition while
guaranteeing a large market for minimum economadesceducing uncertainty about future
resource prices while keeping alternatives opderiofy rights of exclusion to intellectual
property holders while not curtailing the abilitysequential innovators to build upon past
successes, promoting social goals while respeateudet pressures. This is ho doubt
complicated by the policy distortions and markdtfas that characterize the markets for
competing and complementary goods. The exercigedf structuring the future but
permitting innovators to creatively fill in the free and to build out in unpredictable directions.
The unenviable challenge requires flexibility angilance by policymakers, but the challenge is
only commensurate with the stakes.
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